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Truthful Data Quality Elicitation for Quality-Aware
Data Crowdsourcing

Xiaowen Gong , Member, IEEE, and Ness B. Shroff , Fellow, IEEE

Abstract—Data crowdsourcing has found a broad range
of applications (e.g., environmental monitoring and image
classification) by leveraging the “wisdom” of a potentially
large crowd of “workers” (e.g., mobile users). A key met-
ric of crowdsourcing is data accuracy, which relies on the
quality of the participating workers’ data (e.g., the proba-
bility that the data are equal to the ground truth). However,
the data quality of a worker can be its own private informa-
tion (which the worker learns, e.g., based on its location)
that it may have incentive to misreport, which can, in turn,
mislead the crowdsourcing requester about the accuracy
of the data. This issue is further complicated by the fact
that the worker can also manipulate its effort made in the
crowdsourcing task and the data reported to the requester,
which can also mislead the requester. In this paper, we
devise truthful crowdsourcing mechanisms for quality, ef-
fort, and data elicitation (QEDE), which incentivize strategic
workers to truthfully report their private worker quality and
data to the requester, and make truthful effort as desired by
the requester. The truthful design of the QEDE mechanisms
overcomes the lack of ground truth and the coupling in the
joint elicitation of the worker quality, effort, and data. Under
the QEDE mechanisms, we characterize the socially optimal
and the requester’s optimal (RO) task assignments, and an-
alyze their performance. We show that the RO assignment
is determined by the largest “virtual quality” rather than
the highest quality among workers, which depends on the
worker’s quality and the quality’s distribution. We evaluate
the QEDE mechanisms using simulations that demonstrate
the truthfulness of the mechanisms and the performance of
the optimal task assignments.

Index Terms—Crowdsourcing.

I. INTRODUCTION

MOBILE data crowdsourcing (referred to as “crowdsourc-
ing” for brevity) has found a wide range of applications.

Typical applications involves physical sensing tasks (also known

Manuscript received August 30, 2018; revised December 29, 2018;
accepted February 17, 2019. Date of publication March 14, 2019; date
of current version March 18, 2020. This paper was presented in part
at the ACM International Symposium on Mobile Ad Hoc Networking and
Computing 2018 [1]. The work of X. Gong was supported by the start-up
fund provided by Auburn University. Recommended by Associate Editor
Peng Cheng. (Corresponding author: Xiaowen Gong.)

X. Gong is with the Department of Electrical and Computer
Engineering, Auburn University, Auburn, AL 36830 USA (e-mail:,
xgong@auburn.edu).

N. B. Shroff is with the Department of Electrical and Computer
Engineering and the Department of Computer Science and Engi-
neering, Ohio State University, Columbus, OH 43210 USA (e-mail:,
shroff.11@osu.edu).

Digital Object Identifier 10.1109/TCNS.2019.2905090

as “crowdsensing”) such as spectrum sensing, traffic monitor-
ing, and environmental monitoring. In principle, crowdsourcing
leverages the “wisdom” of a potentially large crowd of workers
(i.e., mobile users) for a crowdsourcing task. A key advantage
of crowdsourcing lies in that it can exploit the diversity of in-
herently inaccurate data from many workers by aggregating the
data obtained by the crowd, such that the data accuracy (also
referred to as “data quality”) after aggregation can be substan-
tially enhanced. With enormous opportunities brought by big
data, crowdsourcing serves as an important first step for data
mining tools to harness the power of big data in many applica-
tion domains.

To fully exploit the potential of crowdsourcing, it is impor-
tant to assign crowdsourcing tasks to workers based on their
quality. A worker’s quality1 captures the intrinsic accuracy of
the worker’s data relative to the ground truth of the interested
variable, and it generally varies for different workers depending
on a worker’s characteristics (e.g., location and capabilities of
sensors). For example, if the task is to detect whether a wireless
device is transmitting or not (for dynamic spectrum access), then
the quality of a worker’s data is the probability of correct detec-
tion, which depends on the worker’s location with respect to that
device. Workers generally have diverse quality. A worker can
learn its quality based on its characteristics or context, such as
its location.2 However, the quality of a worker can be its private
information, which is unknown to and cannot be verified by the
requester. As a result, a strategic worker may have incentive to
misreport its quality to the requester so as to gain an advantage.
For example, a worker of low quality may report high quality in
the hope of receiving a high reward for contributing high quality
data.

In addition to the worker quality, the data quality of a worker
is also affected by its effort exerted in a crowdsourcing task.
The data quality of a worker when it makes effort in the task
is higher than when it makes no effort. For example, to detect
whether a licensed frequency band is idle, a worker should
measure the signal in that band to make an estimate, rather than
making a guess without any measuring. However, a worker’s
effort can also be its hidden action that cannot be observed by
the requester. Therefore, a strategic worker may make arbitrary

1We use “worker quality” and “quality” exchangeably in this paper. “Worker
quality” should be distinguished from “data quality.”

2Alternatively, a worker can report its characteristics (e.g., location) that
determines its quality to the requester so that the requester can learn the worker’s
quality. In this case, reporting the worker’s quality is equivalent to reporting its
characteristics.
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effort. Furthermore, the data itself obtained by a worker from the
task could also be its private information that it can manipulate
in favor of itself.

In the presence of strategic workers with private worker qual-
ity, hidden effort, and private data, our goal is to incentivize
workers to truthfully reveal their worker quality and data, and
make truthful effort as desired by the crowdsourcing requester.
Such a truthful mechanism is desirable as it eliminates the pos-
sibility of manipulation, which would encourage workers to
participate in crowdsourcing. More importantly, the joint truth-
ful elicitation of quality, effort, and data ensures that the re-
quester can correctly know the data accuracy of the collected
data, which is a key metric of crowdsourcing. This is in con-
trast to the situation of crowdsourcing with private participating
cost, where manipulating the cost does not mislead the requester
about the data accuracy.

The joint elicitation of quality, effort, and data calls for new
truthful design that is different from existing mechanisms. First,
a worker’s payoff as a function of its quality, effort, and data has
a different structure from that of its private participating cost. As
a result, the existing designs for cost elicitation cannot work for
the problem here. Second, due to the statistical dependence of a
worker’s private data on its private quality and hidden effort, the
joint elicitation of quality, effort, and data needs to overcome
the coupling therein.

Given a truthful mechanism that can elicit quality, effort, and
data from workers, an important question for the requester is to
determine which worker(s) the task should be assigned to based
on their quality, in order to maximize the social welfare or the
requester’s payoff. This involves the tradeoff between assigning
the task to more workers to improve the data accuracy, and
assigning it to fewer workers to reduce the total cost incurred or
total reward paid to the workers.

The main contributions of this paper can be summarized as
follows.

1) Under a quality-aware crowdsourcing framework, we
devise truthful mechanisms for quality, effort, and data
elicitation (QEDE) that incentivize strategic workers to
truthfully report their private quality and data, and make
truthful effort as desired by the requester. The truthful
design of the QEDE mechanisms overcomes the lack
of ground truth and the coupling in the joint elicitation
of worker quality, effort, and data, by exploiting the
statistical dependence of a worker’s private data on its
private worker quality and hidden effort.

2) Under the QEDE mechanisms, we characterize the so-
cially optimal (SO) and the requester’s optimal (RO) task
assignments, and analyze their performance. We show
that the RO assignment is determined by the largest vir-
tual quality rather than the highest quality among work-
ers, which depends on the worker’s quality and the qual-
ity’s distribution. We also show that, as the number of
workers becomes large, the gap between the social wel-
fare attained by the RO assignment and the SO assign-
ment decreases and converges to 0.

3) We evaluate the QEDE mechanisms using simulation re-
sults, which demonstrate the truthfulness of the mech-

anisms and the performance of the RO and SO assign-
ments.

The rest of this paper is organized as follows. Section 1II
reviews related work. In Section III, we describe the system
model of quality-aware crowdsourcing with private data quality
and formulate the problem of the truthful mechanism design.
In Section IV, we devise truthful mechanisms for QEDE, and
explain the ideas of the design and the rationale behind. In
Section V, we characterize the optimal assignments under the
QEDE mechanisms and analyze their performance. Simulation
results are presented in Section VII. Section VII concludes this
paper and discusses future work.

II. RELATED WORK

A. Quality-Aware Data Crowdsourcing

Crowdsourcing based on workers’ data quality has been stud-
ied in a few works [2]–[7]. Some of them [6], [7] has studied
truthful mechanisms that elicit workers’ private participating
costs. Some other works [2], [4], [5] have focused on learning
the data quality of workers. Different from these works, this pa-
per focuses on the situation where quality is a worker’s private
information that is unknown to the requester.

A recent work [8] has proposed a quality-aware crowdsourc-
ing framework and devised truthful mechanisms for quality and
effort elicitation. Compared to this paper, a key difference of [8]
is that it considers continuous data and the quality is measured
by the variance of the error. On the other hand, this paper fo-
cuses on discrete data and the quality measured by the correct
probability. Moreover, the truthful mechanisms devised in this
paper achieve joint elicitation of quality, effort, and data, which
is stronger than in [8], which achieves quality and effort elici-
tation. As a result of these differences, the truthful mechanisms
of in this paper and its analysis are nontrivially different from
those in [8].

B. Truthful Mechanisms for Crowdsourcing

There have been a lot of recent research on incentive mech-
anisms for crowdsourcing [3], [9]–[14]. Most of these mecha-
nisms incentivize workers to truthfully reveal their participating
costs. Different from these works, we study the situation where
the quality of a worker’s data obtained from a crowdsourcing
task is the worker’s private information that it can manipulate.
A worker’s payoff as a function of its private quality has a dif-
ferent structure than that of its private cost. As a result, the
existing designs for the cost elicitation (such as the classical
Vickrey-Clarke-Groves (VCG) auction and the characterization
of truthful mechanisms [15, Th. 9.36]) cannot work for quality
elicitation, a new design is needed. Furthermore, this paper aims
at the joint elicitation of quality, effort, and data. The statistical
dependence of a worker’s private data on its private quality and
hidden effort leads to the coupling in the elicitation of quality,
effort, and data, which needs to be addressed.

There have been many studies on the mechanism design for
hidden actions in the economics literature [16]. A few recent
works have studied this problem in the context of crowdsourcing
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Fig. 1. Structure and procedure of the quality-aware crowdsourcing
framework.

[12], [17]–[20]. For example, Cai et al. [18] have designed
truthful mechanisms to incentivize workers to make effort as
desired in statistical estimation; Luo et al. [12] have designed
mechanisms that not only elicit desired effort from workers but
also truthful revelation of their private costs and data. This paper
is different from these works as we aim to jointly elicit workers’
private quality, private data, and hidden effort, which cannot be
achieved by the existing truthful design.

Mechanism design for the truthful elicitation of strategic
agents’ data (e.g., opinions) has been extensively studied in
various applications (e.g., [21]), more recently, for crowdsourc-
ing [12], [17], [19], [20], [22]. Different from the existing works,
in this paper, we aim to design truthful mechanisms that jointly
elicit workers’ private data, private quality, and hidden effort,
which calls for new truthful design.

III. QUALITY-AWARE DATA CROWDSOURCING FRAMEWORK

We consider a crowdsourcing requester recruiting a set of
workers N � {1, . . . , N} to work on a task. The structure and
procedure of the crowdsourcing system is illustrated in Fig. 1
and described in detail as follows.

A. Data Crowdsourcing With Private Data Quality

1) Data Observation: The crowdsourcing task is to observe
and estimate an unknown and random variable of interest X .
The interested variable X takes discrete values (e.g., the answer
of a multichoice question). For ease of exposition, we assume
that X ∈ {0, 1} (which can be generalized to the case of more
than two values of X). After performing the task, each worker
i ∈ N obtains random data Di . The accuracy of the data Di is
quantified by the correct probability pi , which is the probability
that Di is equal to X , given by

pi � Pr(Di = X) = qiei + q̂(1− ei). (1)

Here, pi depends on the quality qi of worker i and the effort
ei exerted by worker i in the task, and q̂ denote the correct
probability when the worker makes no effort ei = 0 (e.g., using
the prior distribution of X).

2) Worker Quality: Given that worker i makes effort in the
task, the quality qi ∈ [0, 1] determines the correct probability pi ,
which quantifies how accurate Di is. The quality qi is an intrinsic
coefficient that captures worker i’s capability for the task. Note
that a larger qi means higher quality. The quality generally varies
for different workers. We assume that each worker i ∈ N knows

its quality qi (e.g., by learning the correct probability based on
its location). However, the quality of each worker i ∈ N is
unknown to the requester. For ease of exposition, we assume
that each worker’s quality qi is within the range of [q, q̄], which
is known to the requester.

3) Worker Effort: The effort ei ∈ {0, 1} represents whether
worker i makes effort in the task, where ei = 1 and ei = 0
indicate making and not making effort, respectively. If worker i
makes effort, then the correct probability pi of worker i is equal
to the worker quality qi ; otherwise, pi is equal to q̂, which means
that worker i simply makes a guess of X randomly according to
the prior distribution. To ensure that making effort is meaningful,
we assume that qi > q̂. Therefore, given the quality qi , making
effort ei = 1 means a larger correct probability pi , and thus,
higher accuracy of Di than not making effort. The binary effort
model (i.e., either making effort or not) is reasonable (also used
in, e.g., [17], [19], and [20]), as workers’ behavior tend to be
simple in practice. We assume that each worker i can control its
effort ei , but it cannot be observed by the requester. We assume
that the requester itself always makes effort in the task (i.e.,
e0 = 1).

4) Task Assignment: The requester assigns the crowd-
sourcing task to the workers by assigning effort e′i to each worker
i, which indicates whether it desires worker i to make effort in
the task, based on the workers’ quality. To this end, each worker
i reports its quality q′i to the requester.3 Since the true quality
qi is worker i’s private information, it may manipulate the re-
ported quality q′i to its own advantage such that q′i �= qi . Based
on the quality reported by all workers, the requester determines
the effort e′i assigned to each worker i according to a certain
assignment function

e′i(q
′) (2)

and notifies worker i of e′i . The assignment function e′i(q
′) is

predefined by the requester and announced to all the workers be-
fore they report their quality. A worker’s assignment generally
varies for different workers due to the diversity of their quality.
Intuitively, a worker of high quality is preferred to be assigned
to the task. Note that, in general, the assignment e′i is not only
dependent on the quality q′i reported by worker i but also on the
quality q′−i reported by the other workers. After being assigned
effort e′i to, each worker i works on the task by making actual
effort ei . Since ei is a hidden action of worker i, it may ma-
nipulate it against the assignment e′i to its own advantage such
that ei �= e′i . After obtaining data di from the task (which is a
sample realization of the random data Di), each worker i reports
data d′i to the requester. Since di is also private information of
worker i, it may manipulate the reported data d′i against the
actual obtained data di to its own advantage such that di �= d′i .

5) Data Aggregation: After collecting all the data d re-
ported by the workers, the requester aggregates the data d by
making the optimal estimate x0 of the interested variable X

3Workers should report their worker quality {q ′i} rather than data quality
{p′i}, as it allows the requester to assign the task to workers based on their
quality {q ′i}. This is desirable for achieving some particular task assignments,
such as the SO assignment.
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based on d. The optimal estimate x0 maximizes the posterior
probability that x0 is equal to the ground truth x, i.e.,

x0(q′,e′,d′) � arg max
d∈{0,1}

EX |d′(q′,e′) [1X =d ]. (3)

Note that the distribution of X conditioned on d′ depends on
workers’ reported quality q′ and assigned effort e′. Then, the
utility of crowdsourcing is represented by the correct probability
pc of the optimal estimate x0 , given by

pc(q′,e′,d′) � EX |d(q,e)
[
1X =x0 (q′,e′,d′)

]
. (4)

Note that the expectation is over the posteriori distribution
X|d(q,e) conditioned on the true data d depending on the
true quality q and actual effort e. If the task is not assigned to
any worker (i.e., e′i = 0 ∀i), then the correct probability pc is
defined to be 0.

6) Worker Reward: On the other hand, the requester pays
a reward ri to each worker i for working on the task, according
to a certain reward function

ri(q′, e′i , d
′
i , d
′
j ). (5)

Note that the reward ri depends on the reference data dj obtained
by another worker j where j �= i. The reward function is also
predefined by the requester, and announced to all the workers
before they report their quality (together with the assignment
function e′i(q

′)). Note that the reward function can only depend
on the information that the requester knows, i.e., q′, e′, and d′.

7) Worker Payoff: Each worker i’s payoff ui is the reward
ri paid by the requester minus its cost in the task, given by

ui(q′, ei , d
′
i) � ri(q′, e′i , d

′
i , d
′
j )− ciei . (6)

Here, the cost ci represents how much resource is consumed by
worker i (e.g., how much time is spent by worker i) if it makes
effort ei = 1 in the task. If worker i make no effort ei = 0, it
incurs no cost. Note that the relative weight of the cost ci with
respect to the reward ri in (6) can be captured by ci . We assume
that workers have the same cost4 c (i.e., ci = c ∀i), which is
known to the requester. This assumption is reasonable when the
cost c is determined by a uniform market price for working on
a task.

8) Requester Payoff: The requester’s payoff u0 is the
crowdsourcing utility (i.e., the correct probability pc ) minus
the total reward paid to the workers, i.e.,

u0(q′,e′,d′) � pc(q′,e′,d′)−
∑

i∈N
ri(q′, e′i , d

′
i , d
′
j ). (7)

For the convenience of readers, we summarize the main no-
tation used in this paper in Table I.

B. Mechanism Design Objective

As the workers have private quality and data and make hid-
den effort, if any worker manipulates its reported quality, re-
ported data, or actual effort, then the estimate x0 found by
the requester would be different from the correct estimator, i.e.,

4The truthful mechanisms still hold when workers have diverse costs ci (i.e.,
ci �= cj ∀i �= j), which are known to the requester.

TABLE I
SUMMARY OF MAIN NOTATION

x0(q′,e′,d′) �= x0(q,e,d). More importantly, the correct prob-
ability pc found by the requester would be different from the
correct one, i.e., pc(q′,e′,d′) �= pc(q,e,d). This means that the
requester has incorrect information about the correct probabil-
ity! This is highly undesirable since the data accuracy is often a
key performance metric (e.g., to meet some threshold require-
ment). Thus motivated, we aim to design a mechanism, which
is a pair of an assignment function e′i(q

′) and a reward function
ri(q′, e′i , d

′
i , d
′
j ) that can achieve the property of truthfulness. In

particular, we are interested in a mechanism under which truth-
ful behavior of all workers is a Nash equilibrium (NE), defined
as follows.

Definition 1: A mechanism achieves truthful strategies of
all workers as an NE if, for each worker i, given that all other
workers j �= i ∀j truthfully report their quality and data, and
make the effort desired by the requester, the optimal strategy
of worker i for maximizing its expected payoff is also to the
truthful strategy, i.e.,

EDj |di (qi ,ei ) [ui(qi, q−i , ei , di ,Dj )]

≥ EDj |di (qi ,ei ) [ui(q′i , q−i , e
′
i , d
′
i , Dj )] ∀(q′i , ei , d

′
i) ∀q−i .

Another natural and desirable property we aim to achieve is
that each worker’s expected reward should at least compensate
its cost (i.e., its expected payoff is nonnegative), since otherwise
the worker would not participate in crowdsourcing for a payoff
of 0. This property of individual rationality (IR) is stated as
follows.

Definition 2: A mechanism is IR if for each worker i, given
that it truthfully reports its quality and makes the effort desired
by the requester, its expected payoff is nonnegative, i.e.,

EDj |di (qi ,ei )
[
ui(qi, q

′
−i , e

′
i , d
′
i)

] ≥ 0 ∀q′−i .

IV. TRUTHFUL MECHANISMS FOR JOINT QEDE

In this section, we design truthful crowdsourcing mechanisms
that achieve the truthful and IR properties.

We first present the QEDE mechanisms as follows.
Definition 3: A QEDE mechanism consists of any assign-

ment function e′i(q
′) that satisfies the condition in (8) and the

reward function ri(q′, e′i , d
′
i , d
′
j ) given by (9) based on that
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e′i(q
′).

e′i(q
′
i , q
′
−i) ≥ e′i(q

′′
i , q

′
−i) ∀q′i ≤ q′′i ∀q′−i (8)

ri(q′, e′i , d
′
i , d
′
j ) = kq′ie

′
i(q
′)

[
1d ′j =d ′i + q′j − 1

2q′j − 1

]

+ ce′i(q
′)

+
∫ q ′i

q

kqe′i(q, q
′
−i)dq− kq′ie

′
i(q
′) [q̂ + (q′i − q̂)e′i(q

′)] (9)

where k is any constant that satisfies the condition

k ≥ c

q(q − q̂)
(10)

and 1A is the indicator function that is equal to 1 if condition A
is true and 0 otherwise.

The condition (8) is a general monotonicity property for the
task assignment functions: given any quality of the other work-
ers, if the task is assigned to a worker, then the task is still
assigned to that worker when its quality improves. Intuitively,
these assignment functions are natural and desirable for system
efficiency. Next, we will explain the main ideas of the design
of the QEDE mechanisms (8) and (9). In particular, we will
show successively that, for each worker, it is optimal to report
its true data (Lemma 1), it is optimal to make actual effort as
desired (Lemma 2), and it is optimal to report the true quality
(Lemma 3). As a result, the truthful property is achieved (The-
orem 1). Then, we will explain the rationale behind the design
in Remark 1.

In the following, we show how the QEDE mechanisms
achieve the truthful property (with the proofs in Appendix).
We first show that any worker’s optimal reported data are to re-
port the true data, independent of its reported quality and actual
effort. Given the lack of the ground truth x, this is achieved by
the peer prediction mechanism (see, e.g., [17], [19], [20], and
[22]), which compares the reported data di with the reference
data dj from the requester.

Lemma 1: Under the QEDE mechanisms, given that any
worker i reports any quality q′i and makes any effort e′i , its
optimal reported data are its true data d′i = di .

Using Lemma 1, given that worker i reports the optimal data
d′i = di , we can express its expected payoff as

EDj |di (qi ,ei ) [ui(q′, e′i , di ,Dj )] = kq′ie
′
i(q
′) [q̂ + (qi − q̂)ei)]

+
∫ q ′i

q

kqe′i(q, q
′
−i)dq − kq′ie

′
i(q
′) [q̂ + (q′i − q̂)e′i(q

′)]

+ ce′i(q
′)− cei. (11)

Then, we have

EDj |Di (qi ,ei ) [ui(q′, e′i , Di,Dj )]

= EDj |di (qi ,ei ) [ui(q′, e′i , di ,Dj )] ∀d′i
since the right-hand side of (11) is independent of di . For con-
venience, we can define

ūi(q′, qi , e
′
i , ei) � EDj |Di (qi ,ei ) [ui(q′, e′i , Di,Dj )] (12)

according to (11). Then, we show that, as worker i can only affect
its payoff in (12) via its reported quality q′i and actual effort ei ,
its optimal actual effort is the desired effort e′i , independent of
qi and true quality qi .

Lemma 2: Under the QEDE mechanisms, given that any
worker i reports any quality q′i and truthfully report its data di ,
its optimal actual effort is the desired effort ei = e′i .

Using Lemma 2, given that worker i reports the optimal data
d′i = di and makes the optimal effort ei = e′i , we can express
its expected payoff using (11) and (12) as

ūi(q′, qi , e
′
i , ei)=kq′ie

′
i(q
′)(qi − q′i)+

∫ q ′i

q

kqe′i(q, q
′
−i)dq.

(13)

For convenience, we can define

ûi(q′, qi , e
′
i) � ūi(q′, qi , e

′
i , ei) (14)

according to (13).
Next, we show that, as worker i can only affect its payoff in

(14) via its reported quality q′i , its optimal reported quality is its
true quality qi , under the general condition (8) on the assignment
function e′i(q

′).
Lemma 3: Under the QEDE mechanisms, given that any

worker i truthfully reports its data di and makes the desired
effort e′i , its optimal reported quality is its true quality q′i = qi .

Using Lemmas 1–3, we can show that the truthful property is
achieved as in the next theorem. Using (13) and (14), given that
worker i reports the optimal data d′i = di , makes the optimal
effort ei = e′i , and reports the optimal quality q′i = qi , its payoff
is given by

ûi(qi, q
′
−i , qi , e

′
i) = k

∫ qi

q

qe′i(q, q
′
−i)dq. (15)

It follows that the IR property is also achieved since
ûi(qi, q

′
−i , qi , e

′
i) ≥ 0 due to that e′i(q

′) ≥ 0 ∀q′.
Theorem 1: The QEDE mechanisms are truthful in the NE

and are IR.
Remark 1: We explain the design rationale of the QEDE

mechanisms as follows. We first observe that the optimal re-
ported data d′i that maximizes EDj |di (qi ,ei ) [1Dj =d ′i ], which is
the probability that d′i is equal to dj is always the true data di

(as in Lemma 1). Then, we can design the expected reward as
a function of q̂ + (qi − q̂)ei , which is the probability that d′i is
equal to the ground truth x, such that worker i’s expected payoff
depends on the true quality qi and the actual effort ei , and is
independent of the true data di [as in (11)]. Now the expected
payoff only depends on q′i , e′i , qi , and ei [as in (12)]. Then,
we can design the reward function such that the optimal actual
effort ei that maximizes the payoff is always the desired effort
e′i and independent of q′i and qi (as in Lemma 2). As a result,
worker i’s payoff now only depends on q′i , e′i , and qi [as in (13)
and (14)]. Next, we further design the reward function such that,
under the monotonicity condition (8) on e′i , the optimal reported
quality q′i is always the true quality qi and independent of e′i (as
in Lemma 3).
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It follows from (15) that when all workers behave truthfully
(i.e., q′i = qi , ei = e′i , and d′i = di), the total expected reward
paid by the requester is

∑

i∈N

(

k

∫ qi

q

qe′i(q, q
′
−i)dq + ce′i(q

′)

)

. (16)

It can be seen from (16) that, to minimize the requester’s payoff,
k should be minimized such that the condition (10) is satisfied
with equality. We assume that this equality holds in the rest of
this paper.

Remark 2: We can see from (16) that the requester’s payment
for each worker consists of two parts: while the second part
ce′i(q

′) is to compensate the worker’s cost, the first part (i.e.,
the integral multiplied by k) is to elicit the worker’s truthful
behavior. This shows that the requester pays more than needed
to cover the cost by the truth-eliciting payment (also known as
“information rent” [23]), which is due to the requester’s uncer-
tainty of workers’ quality. We can also observe from (16) that,
as the multiplier k [determined by (10)] and the integral are both
decreasing in the lower bound q of workers’ quality, the truth-
eliciting payment is also decreasing in q (as illustrated by Fig. 5
in Section VII). Intuitively, this is because the requester knows
more information (i.e., less uncertainty) of workers’ quality with
a larger q.

V. OPTIMAL TASK ASSIGNMENT UNDER TRUTHFUL

MECHANISMS

In Section IV, we have shown that the truthful and IR prop-
erties can be achieved by all the QEDE mechanisms, which
have general assignment functions that satisfy condition (8).
In this section, we will find the optimal assignment under the
QEDE mechanisms that maximizes the social welfare and the
requester’s payoff, respectively. Because of the truthful prop-
erty, in this section, we assume that q′ = q, e = e′, and d′ = d.
Therefore, for brevity, we use q, e, and d instead of q′, e′, and
d′, respectively.

A. SO Assignment

An important metric for the assignment e(q) is system effi-
ciency, which is measured by the social welfare (the requester
may be also interested in this objective). The social welfare v is
the crowdsourcing utility (i.e., the correct probability pc ) minus
the total cost of all workers, i.e.,

v(q,e(q)) � ED(q,e) [pc(q,e,D)]−
∑

i∈N
cei. (17)

Definition 4: The SO assignment eso(q) for the QEDE
mechanisms is the assignment function e(q) satisfying con-
dition (8) that maximizes the social welfare, i.e.,

{eso(q)∀q} � arg max
{e(q) ∀q} s.t. (8)

EQ[v(Q,e(q))]. (18)

We first consider a single-worker assignment, which consists
of the assignment functions that assign the task to at most one
worker. The advantage of the single-worker assignment is that it
simplifies the implementation of crowdsourcing: the requester

needs to collect data from only one worker rather than potentially
many workers. We should note that single-worker assignment
still exploits the diversity of potentially many available workers
in crowdsourcing, as the worker is selected based on the quality
of all the workers. Under the single-worker assignment, the RO
estimate x0 of the interested variable X is just equal to the data
di reported by the worker i who works on the task, and the
correct probability pc is equal to the quality qi of that worker i.

We can find the SO assignment for the single-worker assign-
ment as follows.

Proposition 1: For the single-worker assignment, the SO
assignment is given by

eso
i (q) =

{
1, i = arg maxj qj and qi ≥ c

0, otherwise.
(19)

Proposition 1 shows that the task is assigned to the “best”
worker i that has the highest quality qi if and only if the cost
c is less than the quality qi . This is clearly because the best
worker maximizes the correct probability pc , and thus, the social
welfare v. It is also clear that the SO assignment (19) satisfies
the monotonicity condition (8) of the QEDE mechanisms (thus,
the proof of Proposition 1 follows and is omitted). We should
note that although the single-worker assignment involves only
one worker to work on the task, it still exploits the diversity of
multiple available workers, as it selects the worker of the highest
quality.

Next, we consider general assignment functions that can as-
sign the task to multiple workers. It can been shown (e.g., see [5])
that the optimal estimate given in (3) is equivalent to that x0 = 1
if and only if

∏

i:ei =1,di =1

log
qi

1− qi
≥

∏

j :ej =1,dj =1

log
qj

1− qj

and x0 = 0 otherwise. It has been shown in [5] that, without
imposing the condition (8) of the QEDE mechanisms, the op-
timal assignment that maximizes the social welfare satisfies an
intuitive property: there exists some k such that the task is as-
signed to only the top k workers that have the highest quality.
As a result, it can be found by an efficient exhaustive search al-
gorithm with linear complexity as described in Algorithm 1. In
the following, we show that the solution found by Algorithm 1
is also the SO assignment for the QEDE mechanisms.

Proposition 2: For the multiworker assignment, the SO
assignment is found by Algorithm 1.

The main idea of the proof of Proposition 2 is to show that the
output of Algorithm 1 satisfies the monotonicity condition (8)
of the QEDE mechanisms.

B. RO Assignment

A desirable objective for the requester is to find the optimal
assignment that maximizes its expected payoff.

Definition 5: The crowdsourcing RO assignment e∗(q) for
the QEDE mechanism is the assignment function e(q) satisfying
condition (8) that maximizes the requester’s expected payoff (7),
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Algorithm 1: Find the SO assignment for multiworker
assignment.

1: Index workers in the descending order of their quality,
i.e., q1 ≥ q2 ≥ · · · qN ;

2: ej ← 0 ∀j, t← v(q,e), i = 1;
3: while i ≤ N ;
4: do
5: ei ← 1;
6: if v(q,e) > t then
7: e∗ ← e;
8: end
9: i← i + 1;

10: end
11: return eso ;

i.e.,

{e∗(q),∀q} � arg max
{e(q),∀q} s.t. (8)

ED(Q,e) [u0(Q,e,D)]. (20)

For ease of analysis, in the rest of this subsection, we focus on
the single-worker assignment. One reason is that the character-
ization of the RO assignment for the single-worker assignment
and the corresponding performance analysis provide useful in-
sights. We further assume that each worker’s quality follows
an independent and identical distribution over an interval [q, q̄],
which is known to the requester.

Proposition 3: For the single-worker assignment, when

α(q) � q + kq
F (q)− 1

f(q)

is an increasing function of q, the RO assignment is given by

e∗i (q) =

{
1, i = arg maxj α(qj ) and α(qi) ≥ c

0, otherwise
(21)

where f(q) and F (q) denote the probability density function
(PDF) and cumulative density function (CDF) of each worker’s
quality, respectively.

We should note that the property that α(q) is an increasing
function of q holds under mild conditions, e.g., when F (q) and
f(q) follow a uniform distribution. We assume that this property
holds in the rest of this section.

Remark 3: Proposition 3 shows that the task is assigned to the
“best”5 worker i that has the largest “virtual quality” α(qi) (if
the cost c is less than α(qi)). Note that each worker i’s virtual
quality depends on its quality qi and also the quality’s distribu-
tion F (qi) and f(qi). This implies that the range of a worker’s
possible quality, represented by Δq � q̄ − q, affects the task as-
signment. For ease of analysis, suppose F (q) and f(q) follow a
uniform distribution such that (F (q)− 1)/f(q) = q − q̄. Given
workers’ quality, when the upper bound q̄ of workers’ quality
decreases so that Δq decreases, each worker’s virtual quality
α(qi) increases, and thus, the condition α(qi) ≥ c for assigning
the task to the best worker i is more likely to hold. Intuitively,

5If there are multiple “best” workers, only one of them is selected by breaking
the tie randomly.

this is because a smaller quality range incurs a lower truth-
eliciting payment in (16) by the requester in order to achieve
truthful elicitation, which increases the requester’s payoff. In
the special case of Δq = 0, a worker’s virtual quality is equal
to its quality. The concept of virtual valuation was introduced
by Myerson [15] and is in the same spirit as the result here.

Remark 4: Comparing (19) and (21), we can see that the SO
assignment is similar to the RO assignment in that the task can
be assigned only to the best worker i that has the highest quality
qi . This is because the virtual quality α(q) is increasing in q, and
thus, arg maxj qj = arg maxj α(qj ). The difference is that the
RO assignment assigns the task to the best worker i based on the
condition α(qi) ≥ c rather than the condition qi ≥ c for the SO
assignment. Since it can be easily seen that α(qi) ≤ qi always
holds, there exist some values of qi such that α(qi) < c, while
qi ≥ c. In this case, the RO assignment e∗i (q) is different from
the SO assignment eso

i (q) and attains lower social welfare than
eso
i (q). Intuitively, this is because, although assigning the task

increases the crowdsourcing utility and also the social welfare,
it incurs a too high truth-eliciting payment. As a result, the
RO assignment is not SO, and the gap is essentially due to the
asymmetry of workers’ quality information between the workers
and the requester.

C. Performance Analysis

Next, we analyze the impact of system parameters on the
performance of the SO and RO assignments.

Proposition 4: The expected RO payoff EQ[u0(e∗(Q))]
attained by the RO assignment, the expected SO social welfare
EQ[v(eso

1 (Q))], and the expected social welfare EQ[v(e∗1(Q))]
attained by the RO assignment, all increase as the number of
workers N increases, or the cost c decreases.

Remark 5: Proposition 4 shows that the RO payoff and social
welfare benefit from a greater diversity in workers’ quality. This
is because when there are more workers, the quality of the best
worker is likely to be higher, which improves the crowdsourcing
utility. On the other hand, a larger c increases the cost incurred to
workers as well as the truth-eliciting payment [i.e., the first term
in (16)], and thus, reduces the RO payoff and social welfare.

Proposition 5: The gap between the expected social welfare
of the SO assignment and the RO assignment EQ[v(eso

1 (Q))]−
EQ[v(e∗1(Q))] converges to 0 as the number of workers N goes
to infinity.

Remark 6: Proposition 5 shows that the performance gap
between the RO assignment and the SO assignment decreases
to 0 asymptotically as the number of workers increases. This
is because when there are more workers, the quality of the
best worker improves so that the gap between the RO and SO
assignments decreases to 0 (i.e., they are more often the same),
and thus, the gap between their social welfare also decreases
to 0.

VI. DISCUSSIONS ON TRUTHFUL REFERENCE DATA

In the previous sections, we have assumed that each worker
i’s reward ri depends on the reference data d′j from another
worker j. In some situations, the requester itself (or a trustworthy
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worker, such as a social friend of the requester) can work on the
task and obtains data d0 with quality q0 and effort e0 = 1, which
are known by the requester. The truthful reference data d0 and
its quality q0 can be used in the QEDE mechanism to achieve
a stronger property of truthfulness. In particular, we modify the
reward function of the QEDE mechanism given in (9) by replac-
ing d′j with the truthful reference data d0 and replacing q′j with
the quality q0 . The conditions (8) and (10) of the QEDE mech-
anism remain the same. We can show that the modified QEDE
mechanism can achieve the property of dominant truthfulness
as stated below, which is a truthful property that is stronger than
Definition 1. In addition, they also satisfy the IR property.

Definition 6: A mechanism is dominant incentive compat-
ible if, given any quality reported by the other workers, the
optimal strategy of each worker i for maximizing its expected
payoff is to truthfully report its quality and data, and make the
effort desired by the requester, i.e.,

EDj |di (qi ,ei )
[
ui(qi, q

′
−i , ei , di)

]

≥ EDj |di (qi ,ei )
[
ui(q′i , q

′
−i , e

′
i , d
′
i)

]∀(q′i , ei , d
′
i)∀q′−i .

The proofs of the dominant truthful and IR properties follow
from the same argument as that of Theorem 1.

To guarantee that each worker i working on the task (i.e.,
ei = 1) has a reference worker j �= i also working on the task
(i.e., ej = 1), we need to restrict the assignment function e′ such
that there are either at least two workers or no worker working
on the task, i.e.,

∑

i∈N

e′i(q
′) �= 1 ∀q′. (22)

VII. SIMULATION RESULTS

In this section, we evaluate the properties of the QEDE mech-
anisms and its performance with the RO assignment using sim-
ulations.

A. Worker’s Payoff

To illustrate the truthfulness of the QEDE mechanisms, we
compare a worker’s expected payoff when it truthfully reports
its quality and data and makes its effort with when it untruthfully
reports its quality and/or data and/or makes its effort. We use
the SO assignment eso

i (q) in (19) for the QEDE mechanisms.
We set the default parameters as follows:6 n = 2, c = 0.3, μq �
(q̄ + q)/2 = 0.75, Δq = 0.4, q1 = 0.7, and q2 = 0.6.

Figs. 2 and 3 illustrate worker 1’s expected payoff as it reports
varying quality q′1 (see Fig. 2) or varying true quality q1 (see
Fig. 3) while making desired effort e′1 = e∗1(q

′
1 , q2) or undesired

effort e′1 �= e∗1(q
′
1 , q2), and reporting true data d′1 = d1 or untrue

data d′1 �= d1 , compared to when it truthfully reports its quality
and data and makes its effort. We can see that the worker’s
payoff when its behavior is untruthful is always less than when
truthful.

6It suffices to consider two workers only as the RO assignment only depends
on the best worker’s quality.

Fig. 2. Impact of the reported quality q ′1 .

Fig. 3. Impact of the reported quality q ′1 when it is truthful.

B. Requester’s Payoff

To illustrate the system efficiency of the RO assignment, we
compare the expected requester’s payoff (RP), workers’ total
payoff (UP), and social welfare (SW) attained by the RO as-
signment (RP-RO, UP-RO, SW-RO) with the expected social
welfare (SW) attained by the SO assignment (SW-SO). Note
that by definition, UP-RO is always equal to SW-RO minus RP-
RO. We set the default parameters as follows: N = 5, c = 0.04,
μq � (q̄ + q)/2 = 0.75, and Δq = 0.4. We assume that each
worker’s quality follows an independent identically distributed
uniform distribution over [q, q̄].

Fig. 4 illustrates the impact of the number of workers N on
the performance. We observe that all the curves are increasing
in N , which is because they benefit from a greater diversity in
workers’ quality when there are more workers. We also observe
that the gap between SW-RO and SW-SO converges to 0 as N
increases.

Fig. 5 illustrates the impact of the quality range Δq on the
performance. We observe that SW-SO is increasing in Δq. This
is because the social welfare benefits from a greater diversity of
workers’ quality. We also observe that RP-RO is decreasing in
Δq. Intuitively, this is due to that a larger quality range requires
a higher truth-eliciting payment in (16).

Authorized licensed use limited to: The Ohio State University. Downloaded on May 06,2023 at 00:00:48 UTC from IEEE Xplore.  Restrictions apply. 



334 IEEE TRANSACTIONS ON CONTROL OF NETWORK SYSTEMS, VOL. 7, NO. 1, MARCH 2020

Fig. 4. Impact of the number of workers n.

Fig. 5. Impact of quality range Δq.

Fig. 6. Impact of cost c.

Fig. 6 illustrates the impact of the cost c on the performance.
We observe that all the curves except for UP-RO are decreasing
in c, which is because a higher cost results in lower social
welfare or the requester’s payoff. We also observe that RP-RO
decreases faster than SW-RO as c increases. This is because a
larger c not only results in a higher payment for compensating
workers’ cost, but also a higher truth-eliciting payment in (16)
(as discussed in Remark 2).

VIII. CONCLUSION AND FUTURE WORK

In this paper, we have devised the QEDE mechanisms for
quality-aware crowdsourcing, to incentivize workers to truth-
fully report their private quality and data, and make truthful
effort as desired by the requester. The QEDE mechanisms have
achieved the truthful design by exploiting the statistical depen-
dency of a worker’s private data on its private worker quality
and hidden effort, while overcoming the coupling in the joint
elicitation of quality, effort, and data. Under the QEQE mech-
anisms, we have analyzed the SO and RO assignments, which
provides useful insights.

For future work, one interesting direction is to consider work-
ers with no knowledge of their quality. In this case, we need to
learn the quality of workers from their data. We will also in-
vestigate the truthful mechanism design when workers’ costs
(besides quality, effort, and data) are also their private informa-
tion, which is still an open problem.

APPENDIX

A. Proof of Lemma 1

Let d̄i be the complementary value of di , i.e., d̄i �= di . For
convenience, let PX |di (qi ,ei )(d) denote the probability that X is
equal to d conditioned on data di given quality qi and effort ei .
We observe that when ei = 1, we have

PX |di (qi ,1)(di) = qi ≥ 1− qi = PX |di (qi ,1)(d̄i)

and when ei = 0, we have

PX |di (qi ,0)(di) = q̂ ≥ 1− q̂ = PX |di (qi ,0)(d̄i).

Since

EDj |di (qi ,ei )
[
1Dj =di

]
= PDj |di (qi ,ei )(di)

= qjPX |di (qi ,ei )(di) + (1− qj )(1− PX |di (qi ,ei )(di))

= (2qj − 1)PX |di (qi ,ei )(di) + 1− qj

we have

EDj |di (qi ,ei )

[
1Dj =di

+ qj − 1
2qj − 1

]
= PX |di (qi ,ei )(di).

Similarly, we can show that

EDj |di (qi ,ei )

[1Dj = d̄i
+ qj − 1

2qj − 1

]
= PX |di (qi ,ei )(d̄i).

Then, it follows from (9) that, for any reported quality q′i and
any actual effort ei , the optimal reported data are given by

d′i = arg max
d∈{0,1}

EDj |di (qi ,ei )

[
1Dj =d + qj − 1

2qj − 1

]

= arg max
d∈{0,1}

PX |di (qi ,ei )(d)

= arg max
d∈{0,1}

[
PX |di (qi ,0)(d) + (PX |di (qi ,1)(d)

− PX |di (qi ,0)(d))ei

]

= di.
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B. Proof of Lemma 2

Using (12), when e′i = 1, we have

ūi(q′i , qi , 1, 1)− ūi(q′i , qi , 1, 0) = kq′i(qi − q̂)− c ≥ 0

where the inequality follows from (10), and when e′i = 0, we
have

ūi(q′i , qi , 0, 0)− ūi(q′i , qi , 0, 1) = c ≥ 0.

Hence, the optimal effort to make is ei = e′i .

C. Proof of Lemma 3

For convenience, we write ûi(q′, qi , e
′
i) as ûi(q′i , q

′
−i , qi , e

′
i).

It suffices to show that ûi(qi, q
′
−i , qi , e

′
i) ≥ ûi(q, q′−i , qi , e

′
i)

∀q �= qi . Let q′i > qi . Using (14), we have

ûi(qi, q
′
−i , qi , e

′
i)− ûi(q′i , q

′
−i , qi , e

′
i)

= kqie
′
i(qi, q

′
−i)(qi − qi) +

∫ qi

q

kqe′i(q, q
′
−i)dq

−
(

kq′ie
′
i(qi, q

′
−i)(qi − q′i) +

∫ q ′i

q

kqe′i(q, q
′
−i)dq

)

= kq′ie
′
i(qi, q

′
−i)(q

′
i − qi)−

∫ q ′i

qi

kqe′i(q, q
′
−i)dq

≥ kq′ie
′
i(qi, q

′
−i)(q

′
i − qi)− kq′ie

′
i(qi, q

′
−i)(q

′
i − qi) = 0

where the inequality follows from (8). Now let q′i < qi . Us-
ing (14), we have

ûi(qi, q
′
−i , qi , e

′
i)− ûi(a, q′−i , qi , e

′
i)

= kqie
′
i(qi, q

′
−i)(qi − qi) +

∫ qi

q

kqe′i(q, q
′
−i)dq

−
(

kq′ie
′
i(qi, q

′
−i)(qi − q′i) +

∫ q ′i

q

kqe′i(q, q
′
−i)dq

)

= kq′ie
′
i(qi, q

′
−i)(q

′
i − qi) +

∫ qi

q ′i

kqe′i(q, q
′
−i)dq

≥ kq′ie
′
i(qi, q

′
−i)(q

′
i − qi) + kq′ie

′
i(qi, q

′
−i)(qi − q′i) = 0

where the inequality follows from (8).

D. Proof of Theorem 1

As the IR property has been proved using (15), we only
show that the truthful property is achieved. Choose and fix any
(q′i , ei , d

′
i). It follows from Lemma 1 that

EDj

[
ui(q′i , q

′
−i , ei , di ,Dj )

] ≥ EDj

[
ui(q′i , q

′
−i , ei , d

′
i , Dj )

]
.

Using (11) and (12), it follows from Lemma 2 that

ūi(q′, q′i , e
′
i , e
′
i) ≥ ūi(q′, qi , e

′
i , ei).

Using (13) and (14), it follows from Lemma 3 that

ûi(q′, qi , e
′
i) ≥ ûi(q′, q′i , e

′
i).

Therefore, we have

EDj

[
ui(qi, q

′
−i , e

′
i , di ,Dj )

] ≥ EDj

[
ui(q′i , q

′
−i , ei , d

′
i , Dj )

]
.

E. Proof of Proposition 2

It suffices to show that the output of Algorithm 1 sat-
isfies the monotonicity condition (8), i.e., eso

i (qi, q−i) ≥
eso
i (q′i , q−i) ∀qi ≥ q′i ∀q−i . This is equivalent to show that

eso
i (qi, q−i) = 1 if eso

i (q′i , q−i) = 1. Consider two cases as fol-
lows.

1) Suppose
∑

i∈N eso
i (qi, q−i) ≥

∑
i∈N eso

i (q′i , q−i). Since
{i ∈ N|eso

i (qi, q−i) = 1} and {i ∈ N|eso
i (q′i , q−i) = 1}

consist of top workers that have the highest quality inN ,
we must have eso

i (qi, q−i) = 1 if eso
i (q′i , q−i) = 1.

2) Suppose
∑

i∈N eso
i (qi, q−i) <

∑
i∈N eso

i (q′i , q−i). Also
suppose eso

i (q′i , q−i) = 1 but eso
i (qi, q−i) = 0. By the

definition of eso, we have v(qi, q−i ,e
so(qi, q−i)) ≥

v(qi, q−i ,e
so(q′i , q−i)). Assume without loss of general-

ity that v(qi, q−i ,e
∗(qi, q−i)) > v(qi, q−i ,e

∗(q′i , q−i)).
Then, we have

v(qi, q−i ,e
so(qi, q−i)) > v(qi, q−i ,e

so(q′i , q−i))

≥ v(q′i , q−i ,e
so(q′i , q−i))

≥ v(q′i , q−i ,e
so(qi, q−i))

= v(qi, q−i ,e
so(qi, q−i))

where the second inequality follows from the following
lemma, the third inequality follows from the definition
of eso, and the last inequality follows from the fact that
eso
i (qi, q−i) = 0. Thus, we have a contradiction. There-

fore, we must have eso
i (qi, q−i) = 1.

Lemma 4: The expected correct probability
ED [pc(q,e,D)] is an increasing function of qi ∀i.

Proof: Choose and fix any i ∈ N . For brevity, let

h(x,d) � P (X = x)
∏

j :dj =x

qj

∏

j :dj �=x

(1− qj ). (23)

We can see that

EX |d(q)
[
1X =x0 (q,e,d)

]
=

max (h(1,d), h(0,d))
P (D = d)

.

Then, we have

∂ED [pc(q,e,D)]
∂qi

=
∑

d:h(1,d)≥h(0,d)

h′(1,d) +
∑

d:h(1,d)<h(0,d)

h′(0,d)

(24)

where h′(x,d) � ∂h(x,d)
∂qi

. Choose and fix any x and d such
that h(x,d) > h(x̄,d) and x �= di , and thus, h′(x,d) < 0 and
h′(x, d̄) > 0. Then, we have

h′(x, d̄)
|h′(x,d)| <

1− qi

qi
. (25)

We observe that

h′(x̄, di , d̄−i)
|h′(x, di, d̄−i)|

=
|h′(x, di,d−i)|
h′(x̄, di ,d−i)

>
qi

1− qi
>

1− qi

qi
(26)
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where the equality follows from (23) and the fact that P (X =
0) = P (X = 1), the first inequality follows from (25), and the
last inequality follows from the fact that qi > q̂. Then, it follows
from (26) that for x̄ and (di, d̄−i), we have h(x̄, di , d̄−i) >
h(x, di, d̄−i) where h′(x̄, di , d̄−i) > 0 and h′(x, di, d̄−i) < 0.
Since h′(x̄, di , d̄−i) = |h′(x, di,d−i)|, we have h′(x̄, di , d̄−i) +
h′(x, di,d−i) = 0. Then, we can see that we must have (24)≥ 0.

F. Proof of Proposition 3

The expected requester’s payoff defined in (7) is given by

EX |D(q,e) [u0(X,D, q,e(q))] =
∑

i∈N
qiei(q)

−
∑

i∈N

(

k

∫ qi

q

qei(q, q−i)dq + cei(q)

)

. (27)

For brevity, define

ū0(e(q)) � EX |D(q,e) [u0(X,D, q,e(q))].

Hence, the optimal assignment defined in (20) is given by

{e∗(q)∀q} = arg max
{e(q) ∀q}

EQ[ū0(e(Q))]. (28)

Since we observe that

EQi

[

k

∫ Qi

q

qei(q, q−i)dq

]

=
∫ q̄

q

f(q′)k
∫ q ′

q

qei(q, q−i)dqdq′

=

[

F (q′)k
∫ q ′

q

qei(q, q−i)dq

]q ′= q̄

q ′=q

−
∫ q̄

q

F (q′)kq′ei(q′, q−i)dq′

= k

∫ q̄

q

qei(q, q−i)dq − k

∫ q̄

q

F (q)qei(q, q−i)dq

= k

∫ q̄

q

f(q)
1− F (q)

f(q)
qei(q, q−i)dq

= EQi

[
k

1− F (Qi)
f(Qi)

Qiei(Qi, q−i)
]

(29)

where the second equality follows from integration by parts,
then using (27), we have

EQ[ū0(e(Q))] = EQ

[
∑

i∈N
Qiei(Q)

]

−
∑

i∈N
EQ

[

k

∫ Qi

q

qei(q,Q−i)dq + cei(Q)

]

= EQ

[
∑

i∈N

(
Qiei(Q) + k

F (Qi)− 1
f(Qi)

Qiei(Q)− cei(Q)
)]

(30)

where the second equality follows from (29). Hence, finding
{e∗(q)∀q} in (28) is equivalent to solving the following prob-

lem for each q independently:

max
e(q)

∑

i∈N

(
qiei(q) + k

F (qi)− 1
f(qi)

qiei(q)− cei(q)
)

. (31)

Then, we can see that the optimal solution of (31) must be (21).

G. Proof of Proposition 4

Let q∗1 be the best worker’s quality and e∗1(q) be the task
assignment for the best worker. It can be shown that the best
quality Q∗1(N) for N workers stochastically dominates the best
quality Q∗1(N

′) for N ′ workers for any N ′ > N , i.e.,

Q∗1(N) ≥st Q∗1(N
′) ∀N ′ > N. (32)

Substituting (21) into (30), we have

EQ[u0(e∗(Q))] = EQ ∗1 [max(α(Q∗1)− c, 0)] .

Since α(q∗1) is increasing in q∗1 , it follows from (32) that
EQ[u0(e∗(Q))] is increasing in N .

Substituting (19) into (17), we have

EQ[v(eso(Q))] = EQ ∗1 [max(Q∗1 − c, 0)] .

Since q∗1 − c is increasing in q∗1 , it follows from (32) that
EQ[v(eso(Q))] is increasing in N .

Substituting (21) into (17), we have

EQ[v(e∗(Q))] = EQ ∗1

[
(Q∗1 − c)1α(Q ∗1 )≥c

]
.

Since q∗1 − c and α(q∗1) are increasing in q∗1 , it follows from (32)
that EQ[v(e∗(Q))] is increasing in N .

H. Proof of Proposition 5

We observe that

lim
N→∞

EQ[v(eso(Q))]− EQ[v(e∗(Q))]

= lim
N→∞

EQ ∗1

[
max(Q∗1 − c, 0)− (Q∗1 − c)1α(Q ∗1 )≥c

]

= lim
q ∗1→q̄

(
max(q∗1 − c, 0)− (q∗1 − c)1α(q ∗1 )≥c

)

= max(q̄ − c, 0)− (q̄ − c)1α(q̄)≥c = 0

where the second equality follows from that

lim
N→∞

fQ ∗1 (N )(q) =∞

and

lim
N→∞

fQ ∗1 (N )(q) = 0 ∀q �= q

and the last equality follows from the fact that q̄ = α(q̄).
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