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Abstract—The problem of online packet scheduling with hard ~ or under-loadednetwork arrival patterh Next, we study the
deadlines has been studied extensively in the single hop ), general topology with multiple source-destination paiée
whereas it is notoriously difficult in the multihop setting. This develop a low-complexity on-line joint admission controlda

difficulty stems from the fact that packet scheduling decisins at ket scheduli h d luate it titi i
each hop influences and are influenced by decisions on other i® packet scheduling scheme and evaluate Its competiive rati

and only a few provably efficient online scheduling algoritms ~ With respect to the cumulative weight achieved by the optima
exist in the multihop setting. We consider a multihop wired off-line algorithm. Our scheme only requires informatioh o

network (in_terfere_nce free aqd full duplex Fransmis_sions)in which  the packet queues a|ong the route of each packet and is
packets with various deadlines and weights arrive at and are competitively optimal among all online algorithms. To thesb

destined to different nodes through given routes. We studyhe o ) -
problem of joint admission control and packet scheduling inorder of our knowledge, this is the first scheme with a provablegtas

to maximize the cumulative weights of the packets that reach ON @ sample-path construction) competitive ratio in genera
their destinations within their deadlines. We first focus onuplink  network topologies.

transmissions in the tree topology and show that the well knan The on-line packet scheduling problem with hard deadlines
earliest deadline first algorithm achieves the same perforance g gaining increasing importance with the emergence ofctlou

as the optimal off-line algorithm for any feasible arrival pattern. . . s
We then address the general topology with multiple source- computing, large data centers, and grid communications. In

destination pairs, develop a simple online algorithm and sbw that ~Such applications, a large amount of time-sensitive infiirom
it is O(Par log Par)-competitive where Py, is the maximum route  needs to be carried among servers and users over a mainly-
length among all packets. Our algorithm only requires information  wired infrastructure. Meeting the deadline requiremehthese
:lr(r)ir\]/glﬂs]:nrlo?éi Olzﬂifggvgfcvlf/it ;r]\gwo?kr]arteg?llt |sta|)|o(|:$(:rr] geetirtlis\ila packets with an efficient use of resources requires a careful
is the bestpany online algorithm can do. Viggnuﬂr;ericalpresum, design of schedulers that decide on how and when data should
we also show that our algorithm achieves performance that is be transferred over the network. Due to the large volume of
comparable to the non-causal optimal off-line algorithm. D the data, the complexity of schedulers should be kept low toecedu
best of our knowledge, this is the first algorithm with a proveble  the amount of energy consumed by these data centers. To that
(e, O Dl ol costcton) ol A1 on, our ojecie it cvelop a low-compliy and préyab
9 pOlogI8. efficient scheduler and an associated admission contralter
deadline-constrained data.
On-line packet scheduling has been a widely-studied prob-
|. INTRODUCTION lem. Since the seminal work in [1], various versions of the
problem for single hop systems have been considered. It has
We consider a multihop wired network in which node§een shown that EDF has the same performance as the optimal

receive packets with various (hard) deadlines, enqueuétkat Off-line algorithm [1, 2] for the scenario in which the systés
intermediate nodes through multiple hops along given wutdnder-loaded. When considering over-loaded arrivals, (ire

to given destinations. We assume a time slotted system C@se When even the best off-line policy drops some packets),
which each packet has an identical (unit) length and eab}ere is the additional question of whether the controlieds
link in the network can serve an integer number of packe@® decide to accept or reject a packet upon arrival time,
at a given time slot. Each packet has a certain weight ah@., admission control. With the constraint that the adiois

a deadline and we address the problem of scheduler desigitroller and the scheduler do not have to decide on a
in order to maximize the total weight over the packets th@fcket's admission into the system and the period that it is
are successfully transferred to their destinations withieir Scheduled upon arrival time, it is shown in [3] thatis the
deadlines. We first focus on the tree topology and show tH¥gst competitive ratio among all on-line algorithms and an
the Earliest Deadline First (EDF) algorithm achieves thmesa ©nline algorithm is provided [4] to achieve this ratio. With

performance as the optimal off-line algorithm for any fesesi this constraint the problem is addressed in [5, 6]. In additi
to immediate decisions, the model studied in [7] imposes a

1This work was funded in part through the ARO MURI grant W911NF 2Note that a network arrival pattern is said to be under-ldaiiethere
08-1-0238, and National Science Foundation grants: CNI2-2@0, and CNS- exists an off-line algorithm under which all packets can eée/ed before their
1012700. deadlines.



penalty on the unfinished workload, and the authors propasetwork topology requires a joint consideration of the dast

an on-line algorithm with competitive rati@ — 2v/2 and such as deadlines, packet weights, and path lengths etc. Our
show that this ratio is the best achievable ratio for all ioe-l approach to the problem with the general multihop topolagy i
algorithms. Within the single hop setting, similar probkeof motivated by competitive routing in virtual circuit netvdr8].
packet scheduling have been studied in [8-12] for the s@enaln the competitive routing model, link bandwidth is the resme
with parallel processors, where the controller needs taddecto be allocated. By viewing the time slots as resources, the
which machine to process each packet as well as schedulkihg packet scheduling problem can be transformed into a resourc
admission control. An on-line algorithm requiring immetia allocation problem. Our approach has a couple of fundarhenta
decision upon packet arrival time is proposed in [9] with adifferences with the one in [16]. Firstly, our scheme is natdd
asymptotic competitive ratio’:—l. It is later shown in [10] on the prior knowledge of the packet injection rates, as és th
that this ratio is the maximum achievable ratio for any emeli case in [16]. Secondly, we investigate both under-loadet an
algorithm. In [11, 12] a penalty-based model is introduced f over-loaded arrivals, whereas in [16], the authors studyeun
unfinished workload and competitive ratios were derived féoaded arrivals.

various algorithms. To summarize our main contributions in this paper:

All of the works mentioned above require continuous pro- « We show that EDF has the same performance of the
cessing of packets, i.e., each packet can be processeadpaus optimal off-line algorithm under an uplink tree with het-
and restarted at any point in tinpeeemptivelyln [13], a slotted erogenous link capacities for any under-loaded arrivals.
single queue system is considered in which all packets have We develop a competitive ratio based admission control
unit length and uniform weights, and it is shown that EDF  and packet scheduling framework that has low complexity
has the same performance as the optimal off-line algorithm. and is O(Py, log Py )-competitivé under certain condi-

In [14, 15], the same discrete model is considered with pgcke  tions* on Py, stated in Section V, wheré’,, is the
having heterogenous weights and it is shown that the adblieva maximum route length among all packets, under general

competitive ratio is withirf0.5, ‘/‘F’;l]. Furthermore, it is shown multihop network topologies and arrival samples. More-
that the lower bound.5 is achieved by the largest weight first ~ over, we show that no online algorithm can achieve a
policy and a lex-optimal scheduling policy is provided. performance scaling better th&i(log Py/).

There have also been a few works that have investigated the
problem of scheduling packets with deadlines in the multiho Il. PROBLEM STATEMENT

setting. In [16], the authors investigate the problem ofi@l e study the packet scheduling problem with hard deadlines
scheduling of sessions with known injection rates, giveadde ;, 4 general multihop network topology represented by a
lines and fixed routes. They first give a necessary conditigfecied graph, as shown in Fig. 1. We assume a time slotted
for feasibility of sessions and then propose an algorithishenn system. The arrival sample path consistsfofpackets, where
\{vhich most sessions are scheduled without violating Fhe’de%ach packet € {1,2,..., K} (the packet set is indexed in the
line with high probability when the necessary condition fofrger of arrival times of the packets) is associated withr fou
feasibility is satisfied. The algorithm they proposed islezhl arametersa;, d;, pi, ;). Here,a; andd, are the arrival time
coordinated EDF. The main idea of coordinated EDF is i, the deadline, respectively, both of which are given @t sl
assign virtual deadline within certain region (that is f4at0  jngices (important notations are summarized in Table 1). We
the session parameters such as injection rate, the actlar 410w each packet to have a weighp;, which is an arbitrary
time and deadline) for the first hop of each packet uniformpg,| number that represents the importance of the packet. We
at random, and then assign virtual deadlines of the rem@inifsg me that each packets routed through a predetermined
hops based on the virtual deadline of first hop regulated B&tﬁ P, from its source node to its destination, wheRe
constants that are related to the session parameters. UpgRotes the set of links through which the packet traverses i
packet scheduling for each link, the packet with earliestal o rqer. \We assume infinite packet buffers at all nodes. If gack
deadline of the hop index at that link is transmitted. In [17] ig giill at a non-destination node by the end of slgtthen its
it has been shown that a modified version of EDF achievgs,er expires and it is deleted from the network. Note that th
the same performance as the optimal off-line algorithm fofya) sample consists of finite number of packets, when all
any arrival sample path over an uplink tree with uniform linkaciets have finite deadlines, the packet queues in the rietwo
capacities and packet weights. will always remain bounded. We assume that each packet has an
In the first part of our paper, we consider under-loadddentical (unit) length and each link in the network can seam
arrivals but allow links to havéneterogenous link capacitiesinteger number (possibly different for different links)mdckets
and show that EDF has the same performance as that of #he given time slot.
optimal off-line algorithm. In the second part, we consider
general multihop network, where simple heuristics suchRE,E ~ 2O(x)-competitive means the competitive ratio goes to 0 at leadast
minimum number of remaining hops first, minimum remainin@s"’”d?hgocondmonS are mild
time till expiration first, or Largest Weight First do not kav '

o el - ) 50ur framework can be generalized when there are multiplelidate
provable efficiency. Achieving provable efficiency in a gexte routes to choose.



TABLE |
LIST OF SYMBOLS

competitive ratio literature. The competitive ratid of an on-
line algorithmp is defined as the minimum ratio of the achieved

K number of packets : ; '
a; arrival time of packet revenue for the on-line algorithm to the revenue of the ogktim
d; deadane fof paﬁkei off-line algorithm, where the minimization is over all pdse
i weight of packeti ; .
P; routing path of packet arrival patterns:
17 indicator of packeti being successfully received under poligy RP(v)
i X P — mi
RP revenue of policyp = mlg Roffine )
competitive ratio of policyp ve v

average slack time per hop for packet

Il(ivj)

indicator of packetj using unit resource of packet

cost of packetj using unit resource of packet

c1(i, )

maximum possible per hop delay of packet

Il(i‘vj)

indicator of packety may use unit resource of packet

hi (@)

hop index of linkl in the route of packet

t;(3)

reserved time slot fore transmission at lihkor packet:

Here, RP(v) and R°"¢(y) are revenue of online algorithm
and optimal offline algorithm under arrival sample respec-
tively. V denotes the set of all possible arrival samples.

In this section, we provide an example that shows that (1)
on-line scheduling with deadlines is a difficult problemdan
(2) even for very simple topologies, there may exist no oe-li
policy that achieves the performance of the optimal ofélin
algorithm (i.e., we show that the competitive ratinl). This

We letp denote a service policy that specifies the packetsi® even valid for feasible arrival patterns (i.e., arrivaltgrns
be transmitted over each link and the packets to be admitsich that all packets can be served by their deadlines by the
to the system. We then define the indicator function for argptimal offline algorithm), as we will illustrate in this exple.
policy p, to identify whether a packet reaches its destination Example 1:Consider a line network — 2 — 3 and
within its deadline as:

and the weighted revenue gained by the successfully ratei

1 if 7 reaches its destination before the endipf
0 otherwise

1)

suppose that the link capacity of each link is 1, as shown in
Fig. 2. Initially at node 1, there are two packétsand ks with
deadlined; = 2,ds = 4 whose destinations are node 2 and
3, respectively. Suppose that node 1 transrhjt$o node 2 in
time slot 1, and that there is no arrival by the end of slot 1,
then node 1 transmits, to node 2 in slot 2. Let an “adversary”
Yﬁject a packets at node 2 by the end of slot 2 with deadline

packets as: d3 = 3 whose destination is node 3. Then, node 2 transmits
RP — Z pil?. ) ks to node 3 in slot 3. Further let the adversary inject a packet
(1K) ! k4 at node 2 by the end of slot 3 with deadlide = 4 whose

Let Ponine be the set of online policies. Owbjective is to

destination is node 3. Then, by the end of slot 4, eitheor
k4 expires. However, this arrival sample is feasible since the

solve off-line algorithm transmits, in slot 1 and all four packets are
max RP 3) able to reach their destinations within their deadlinemilarly
PEPonine if node 1 transmit, to node 2 in time slot 1. Let the adversary

packeti H
o

Fig. 1.

General Network Topology with Multiple Source-Oeation Pairs

I1l. M OTIVATING EXAMPLE

inject a packeks at node 1 by the end of slot 1 with deadline
ds = 2 (whose destination is node 2). Then, by the end of
slot 2, eitherk; or ks expires. However, this arrival sample is
also feasible since the off-line algorithm transniisin slot 1

and all three packets are able to reach their destinaticiasebe
their deadlines. This means that under this scenario, neemat
what online decision node 1 makes in slot 1, the adversary
can always chooses future arrivals so that the online decisi
is worse than the optimal off-line algorithm even though the
entire arrival sample is feasible.

One of the main conclusion one can draw from this example
is that, there may exist no on-line algorithm that achieves
the same performance as an optimal off-line algorithm even
for simple network settings. This motivates our study for

An optimal off-line algorithmis one that has the entiredeveloping online algorithms that have a provable (nomyer

arrival sample path available non-causally and finds a sdbedcompetitive ratio, relative to the optimal off-line algtmin for

with maximum revenue among all algorithms. The optimal offa general network topology and arrival patterns. In the oést
line algorithm is a conceptual tool, which is typically usedhis paper, we begin with a scenario under which there exists
as a measuring standard against which the performanceaofonline algorithm that achieves the same performanceeas th
online algorithms can be compared. This is typically used optimal off-line algorithm. We provide such an algorithmeW
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Fig. 2. An example of packet scheduling with deadlines ima hetwork. Four time slots are considered for two altersataple paths. The deadline is marked
in the packets and the destinations are marked with matatofaring between the packets and the nodes. The two samihie flastrate that, no matter how
an on-line algorithm schedules packets, there exists &mabsample path that leads to a suboptimal selection wisipeet to the optimal off-line algorithm.

then develop an online algorithm that is provable efficiemt f o Line network with multiple flow destinations even with
a general multihop network. under-loaded arrivals
Note that, there are other topologies for which there exists ¢ Uplink tree (a packet can be generated by any node,

on-line algorithm with a competitive ratio identical fosuch whereas the destination of each packet is the root of the
as: tree) with various link capacities and overloaded arrivals

« Down-link tree (a packet can be generated by any node,
whereas the destination of each packet is a leaf of the
tree) even with identical link capacities and under-loaded
arrivals The details of all three of these examples can be found in [19]



IV. OPTIMAL PACKET SCHEDULING IN UPLINK TREE We next state a result on WC-EDF from [17].
NETWORKS WITHUNDER-LOADED ARRIVALS Theorem 1:[17] For an uplink tree with identical integer-

While it is not possible in most cases for an on-line alganith Valued link capacity, given any arrival sample path (either
to match the performance of the optimal off-line algorithniinder-loaded or over-loaded), the WC-EDF policy that only
in certain cases this is indeed possible. In this section, W8&rves packets with non-negative slack times in each slot
specify such a case and find the optimal on-line algorithrh wichieves the same performance as the optimal off-line idhgor
a competitive ratio ofl. In particular, we consider an uplinkin maximizing the throughput.
tree network as shown in Fig. 3. Each packetrrives at an  This theorem, proven in [17], is for an uplink tree with
arbitrary non-root node in slat; and is destined to the rootidentical link rates. In the following theorem, we extene th
through multiple hops within its deadling. For under-loaded result to the scenario where links may have different ratss (
arrivals, the packet weights are not important since amuaiti 10ng as they are integer number of packets/time slot) foeund
algorithm serves all packets anyway. Without loss of gditgra l0aded traffic.
we assume that all packets have the same weight, then oufheorem 2:For an uplink tree with possibly different link

objective reduces to maximizing the throughput, i.e., capacities that are integer number of packets per time fslot,
. , all under-loaded arrivals, the WC-EDF policy ensures tiiat a
pgﬁjﬁnaR = pg}fme Z 15 packets reach their destinations before their deadlines.
i€{1,2,...,K} The detailed proof of Theorem 2 can be found in Ap-

pendix A. Theorem 1 holds for identical link capacities ard i
]]_P: 1 (roo) proof is based on induction on links. Since Theorem 1 does
v@ not hold for heterogeneous link rates, the proof techniques
for Theorem 2 are fairly different from those in Theorem 1.
g @g g Theorem 2 is proven by a careful classification and analyfsis o
all possible arrival sample paths.
égy Theorem 2 shows that under WC-EDF, all packets for any
g under-loaded arrival sample path reach their destinabefsre
their deadlines and hence generates the same throughpha as t

g ‘ optimal off-line algorithm. Note that a biproduct of Theor@
packet k is that it can be used to test whether an arrival sample is

(g Jacdd feasible.

Fig. 3. An Uplink Tree V. COMPETITIVE PACKET SCHEDULING FOR GENERAL

— , I TOPOLOGIES ANDARRIVAL PATTERNS
Definition 1: The slack timeof packeti in time slot¢ € , )
[a;, d;] is equal tod; —t — h;(t) + 1, whereh,(t) is the number N this section, we focus on a general network topology (e.g.

of hops from the node at which packetesides in time slot that shown in Fig. 1). We will propose an online scheduling
to the destination of. strategy, evaluate its performance, and prove the ordémapt
The slack time can be viewed as the extra time that the pack@[Petitive ratio, i.e., no on-line algorithm achieves &éves-
has above the minimum remaining time needed for a packetG@ng law than this competitive ratio, in terms of the mauim
reach its destination. route length. _ _
Definition 2: Policy p is called awork-conservingpacket ~ FOr any linki € £, let /(i) denote the hop index in the
scheduling policy if it keeps each link fully utilized in datime ~ "oute of packeti. For ease of notation, in this section, we
slot, as long as the queue feeding the link contains suffigienPrésent the main results for the case in which all the links
many unexpired packets. have unit capacify We allow packets to have different weights
Lemma 1:For any non-work-conserving policy, there existgi» ¢ = 1,2,..., K, and our objective function is as stated in

a work conserving policy that achieves an identical or a éighEdquation (3). _
throughput under any given arrival pattern. Upon the arrival time of each packet into the network, the

The intuition behind Lemma 1 is fairly clear, since non-workcontroller of its source node decides whether to acceptjectre
conserving policies unnecessarily waste resources. Ttadate this packet. If there are multiple packets arriving at thevoek
proof can be found in [19]. From Lemma 1, we only need ity the same time slot, we assume the controllers of different
focus on work conserving packet scheduling policies to esolackets make decisions at different instances (in the sanee t
the problem, i.e.max, R? = max,ce R?, whereC is the set slot) in the same order as the packet index. If packes
of work conserving packet scheduling policies. accepted, then each linke P; needs to reserve a time slot so

Definition 3: A work conserving earliest deadline first (WC_that packet will be transmitted through link in this reserved
EDF) policy is one in which each node transmits the largest ) ) -

Our results can be generalized when link rafgsare distinct, as long

possible set Qf paCkEIS that the link capgci.ty allows wit th‘is there are an integer number of packets per time slot bgaiepls; with
earliest deadlines among all the packets in its packet queueZ;s; in Equation (6), (7), (8), and in the definition Gfosf in Algorithm 1.



slot. The reserved time slot is not changed in the subsequant
time slots. Lett;({) denote the index of this reserved time slot ~

in which packeti is transmitted through link € P; if i is LG 5) =1, vj, L€ P;. (10)
accepted. Define for any 7,1 the following indicator Note that[a; + h(i) — 1,d; — | Pi| 4+ hi(i)] is the range of time
1 if packetsi, j are accepted; € P,,1 € P;; sIoFs that pgckezt can possibly _rem_ain enqueged in th_e gueues
L(i,) = t;(1) € [a; + (i (i) — 1)sq, a; + ha(i)s; — 1] of link  for it to reach the destination before its deadline under
0 otherwise any algorithm. Define
4 S;2d;—a;—|P|+2 (11)

where to be the maximum possible delay of packeat each link

5 — Vi —a; + 1J (5) l € P, and it is easy to see that, the amount of resources
' |Pi| at each link on the route of is less thanS;, i.e.,s; < S;

is the average slack time per hop for packetith |P;| as the for all . Variable I;(4, j) indicates whe_ther packg‘t_may take
number of total hops on its route. Note th&t— a; + 1 is a resource of packeatunder any possible scenario. Note that
the maximum allowable end to end delay for packén the () € la; + h(j) — 1,d; — |Pj| + lu(j)] for all 1 € P;
network. If we divide this delay evenly on each hop, theris for any scheduler, since aIIocatl_ng any time slot. out of this
the maximum allowable delay on each hop dag+ (hy (i) — interval to transmitj overl € P; will lead to the expiration of
1)s;, a; + hy(i)s; — 1] is the set of time slots thatcan use to J- Hence, one can see thati, j) < 1,(i, j) for all 4, j,1 from

be transmitted through link From another perspective, a time=ds: (4), (9), and (10).

slot can be viewed as a resource dag+ (h;(i) — 1)s;,a; + i — i
hi(i)s; — 1] is then the set of available resources for pagket90rithm 1 Admission Control and Packet Scheduling
ands; is the total amount of resources at each link on the rodon ~ arrival  time  of packet j, let Cosf  :=
of i. When bothi andj are accepted and linkis in the route >_, >, %{J)a(z‘,j):

of both¢ andj, if the reserved transmission slot ptakes one 1) If Cosf > p;, then rejecty;

resource in's resource set at link, then the indicator; (i, j) 2) If Cost < p;, then accepj and lett;(j) be the empty time

becomes 1. This means packetonsumes one unit of resourceslot with the largest index ifu;+(hi(j)—1)s;, a;+hi(j)s;—1].

of packet: at link [. Put packetj into ¢,(j), VI € P;;
We define thecost(the exponential cost metric is motivated3) Any accepted packetis transmitted through link € P; at
by [18]) of packet; taking a resource aof at link [ as time slot¢;(5).
ai,j) = si(uh®) = 1), (6)

_ o Our admission control and packet scheduling algorithm is
wherey is a control parameter (we will discuss how to choosgescribed in Algorithm 1. Note that from Equation (9), we éav

the value ofy, later in this section) and S, Zigj %q(m) _ Zzepj Zigj %Cz(z,J), ie., the
. Ii(i,m) calculation only needs information on the route of pagkéior

M) = DL T () eachi ¢ P, the calculation of the t L) ¢, (i, ) onl
ey i € Pj, the calculation of the terh, ., =**¢;(4, j) only

) _ , requires the information of packets that may route throumgh |
Is the fraction of packef's resources that have already beef |t is 4150 easy to see that the calculation of the cost teres do
taken before arrival of packgtat link /. By letting A;(i, 1) = 0 ot require future information for times after the arrivahe

for all 7,1, we have the following recursive relationship: of each packe, i.e., Algorithm 1 is an online algorithm that
. NP 110 uses only causal information. Furthermoke(i, j + 1), ¢ < j
Mui g 1) = MG ) + s (8) is calculated from\; (4, j) using Equation (8) when packgt

i.e., \i(i,j) and thuse(i, §) is increasing inj for any giveni is processeq py AIgor_i,thm 1 and Equation. (7_) is only used to
andl. This is to be expected, since the packet arrival sequerf@iculate(j, j) upon;'s arrival. The transmission slot at each
is indexed in the order of arrival times of packets, so a later©P iS determined when the packet is admitted.

should result in giving more time for packéto consume of _ 1he basic intuition behind our algorithm is simple: We
of its resources. first allocate the end-to-end delay of each packet evenly ove

Before describing our algorithm, we further need to defif@® links along its path. The algorithm then schedules the

for i # j that transmission for an accepted packet in a slot within itscalled
) ) ) time region at each link. Consequently, the end-to-end ldead
1 the intersection of the intervals constraint is met. With this approach, the natural questare:
. aj +hi(j) =1,dj = |Pj| + hy (4)] and (1) When a packet is accepted, is there always an empty (non-
L(i,j) = ai + (hi(i) = 1)si, a; + hu(i)s; — 1] reserved) slot ia; + (hy(j) — 1)s;, a; + h(j)s; — 1], VI € P;
are nonemptyj € P;, [ € Pj; i is accepted g that we can reserve a slgtj) for j at link I? (2) What
0 otherwise is the performance of Algorithm 1 compared to the optimal

) off-line algorithm? We answer these questions in the faihgwy



theorem. We denote the competitive ratio of our algorithriihwi

r, i.e., R > rR*, whereR is the worst-case (over all sample

paths) weighted revenue achieved by Algorithm 1 &ids the

weighted revenue achieved by the optimal off-line algaonith
Theorem 3:If the system parameters satisfy’y, <

21 where Pyy = max; |P;| is the maximum route

2spr (2M)?
Ieng(tﬁ?,?sm = min; s; IS the minimum average slack time,; =
max; s; iS the maximum average slack timg,, = min; p;
is the minimum weight angy; = max; p; is the maximum
weight among all packets, then every packet accepted by-Al
rithm 1 reaches its destination before its deadline. Funtloee,
Algorithm 1 achieves competitive ratio= [2(2(3 MmMPv+1)+

—1
1) (1 + %SM) log (Q%SMPI\/[ + 1+ e) + 1] , Wheree > 0
is an arbitrarily small constant.
Hence, our algorithm iD( Py, log Pyr)-competitive when
the condition of Theorem 3 is satisfied, whefg,; is the
maximum route length. The assumptidpy, < 25’”‘1>

QSM(M

in Theorem 3 imposes an upper bound on the Maxi
route lengthP,, for the validity of the provided competitive
ratio. According to the conditionP,; is upper bounded by

an exponential function of the minimum average slack time
sm. Despite the fact that the competitive ratio is valid only
when the condition is met, in Section VI, we will illustrate
using numerical examples that our algorithm achieves a high

performance relative to the optimal off-line algorithm,eav
when this condition is not satisfied.

To prove this theorem, we first make the following transhen have)_, o

—2"—-1_ e can choose
251\[(

u so thatlog(u) < s, and u > 2%LSMPM +1 > 1,
-1

formation. With conditionP,; < A

ie, &5, > ES¥sy > sy. Then, we choose a factor,
F e ”&ﬂ, %) and normalize the weights; for all i

with factor  and user'p;, instead ofp; for all ¢ in the problem
(the objective is still equivalent to the original one). Wihis

change, we haviog(u) < s, < su < g < 455 < 451,
ie.,
L, j)<1<—m < 5 foralli,j; (12)
12,7) > = = ) 1,75
log(p) ~ log(u)
2|Pjlsp < 2Pysy < pm < pj, for all j; (13)
pi < pm < p—1, forall j. (14)

we then have

>3

i',7)
U<y
14,5 o ad )
> ( )Cz(m)Z >p—1>p;,
55 84

i.e., j is rejected by Algorithm 1 which is a contradiction.m
Then, we find an upper bound on the difference between the

v(\seighted revenues achieved by the optimal off-line al¢ponit

nd by our algorithm:

Lemma 3:Let Q denote the set of packets that are rejected
by Algorithm 1 but successfully received by the optimal off-
line algorithm, then)_, o p; < 2% + 1) You>iali, K)
under the same condition of Theorem 3, whéfeis the last
packet of the arrival sample.

Proof: For anyj € Q, from Algorithm 1 and the fact that
¢i(t,4) is increasing inj, given any: andl, i.e., ¢ (i,j) <

imui k), Vi, if j <k, we have

P <ZZ@C[(Z,]) < ZZ@Q(Z;]>
1 i<j v I i ¢

g;z—fl(j;”qa,K).

Consider any packet and any linkl € P;, if i is rejected
by Algorithm 1, then/; (i, j) = 0, Vj # 4 and;(i,i) = 1, we
Lg) < L otherwise, we have (i, j) = 1

only for j with ai&i (hi(i) — 1)s; < d; — |Pj| + hi(j) and
a; +hi(5) — 1 < a; + hy(i)s; — 1. Let tf(j) be the time slot
in which packet; is transmitted through link € P; under
the optimal off-line algorithm. Note thaf () € [a; + hi(j) —
1,d;—|P;|+hi(j)] since this interval is the maximum allowable
transmission interval for the successful receptior ahder all
algorithms. Furthermore, ' (j) < a;+(hi(¢)—1)s;,—S;+1 or
t7(j) > a;i+h(i)s;—1+S;—1, thenit meand; — | P;|+h;(j) <
ﬁ?(j)-i—Sj—l < ai—i—(hl(i)—l)si oraj—l—hl(j)—l > tz((j)—SJ-i-
1>a;+h(i)s; — 1, i.e.,f(z‘,j) = (. Therefore, we must have
ﬁf(j) S [ai + (hl(l) — 1)53‘ - Sj +1,a; +hl(i)8i -1 —I—Sj — 1] if
I(i,§) =1, theny" ., Il(;’j) < 254522 By summing over
all j € Q and combining with the facf;(i, j) = 0, VI ¢ P;,
we have

We now provide the following sequence of lemmas to prove

Theorem 3. First, we prove that, if a packet is admitted by

Algorithm 1, than it is successfully served within its deadl|
Lemma 2:Under the same condition of Theorem 3,jifis

accepted by Algorithm 1, then there exists at least one tlote s < ( ) Z Z a(i, K),

in the interval[a; + (hi(5) — 1)s;,a; + hi(j)s; — 1] that has U

not been reserved by other accepted packets for eacR;.  where S); = max; S; is the maximum link delay among all

Proof: Supposg is the first packet that is accepted by Algorithpacket ands,,, = min; s; is the minimum average slack time

m 1 but there existé € P; so that all time slots in the interval gmong all packets. m

la; + (h(j) — 1)sj,a; + hu(j)s; — 1] are occupied by other  Einally, we derive a lower bound on the achieved weighted
accepted packets wheris accepted. From Egs. (4) and (7), Weevenue by our algorithm:

have(s,j) =1 and ) — NG9 — 1> 1. Note that  |emma 4:Let A denote the set of packets
Ii(j,7) = 1 by Equation (10), combined with Equation (14)are accepted by Algorithm 1, thery", > . (i, K)

S <SSt )Y 1D

jeg 1 jeo

ch(i,K)

S
22M 4 g
Sm

that
<



2 (1 + syp ”M) log(p) > e 4 p; under the same condition ofand combined with (i, j +1) — (4, j) = 0, Vj ¢ A, we have
Theorem 3.

Proof: Note that for anyl,i andj € A, we have SN aliK) :ZZZ [cl(z‘,j 1) - Cl(i,j)}
.. L M Ging) 1,(i,5) T — =
)l =g R —
. 1;(4,9) o
gy ) (21°g(“>JT - 1) < DG, 5) log () T jeA
: ¥ 14+ sy— 10 ]
= ( (S %)) + 1) Ii(i,7) log(p), (15) ( Mp ) g(u J%:qu

where the inequality is from Equation (12) and the f&ct- 1 < prgof of Theorem 3 From Lemma 2, we see that for every
z, x € [0,1]. The last equality is from Equation (6). accepted packet, there exists an unreserved time didt;) in
Recall thatl;(i,j) < Li(i,j), Vi,j,l by Equation (4) and the intervalla, + (hi(j)—1)s;, a;+hi(j)s; — 1] for transmission
Equation (9);ci(i,5) < a(i,i), Vi > j by Equation (6), at anyi € P;. With this allocation of the total slack time on
Equation (8) and Equation (4); and,, >, ; Il(?;” 1(4,7) < each hop, |t is apparent thgtcan reach its destination before
pj, Vj € A from Algorithm 1. From Equation (4), we deadlined;, if it is transmitted over linkl in slot ¢;(;) for all
have >, Ii(i,j) = > ;e Li(i, ), Vj € A. From Lemma 2, [ e P;, which is indeed the case for the admitted packets.
ti(i) € [a; + (hi(i) — 1)si,a; + hi(i)s; — 1] for any i € A, Lemma 2 proves the first part of the theorem. The remaining
Note that in order to have,(i,j) = 1, we must have part of the theorem is proved in two steps: Combining Lem-
ai + (h(i) — 1)s; < t(j) < ai + hi(i)s; — 1. For anyi € A, mas 2, 3 and 4, we have
if ¢(¢) <t,(j)—s; +1ort;(i) >t,(4)+s; — 1, then it means
ai+h(i)s; —1 < (i) +si—1 < ty(j) ora;+ (i) —1)s; > R* <D pi+ > p

t1(3) —si + 1> 4(y), i.e., I; (i, 5) = 0. Therefore, ifI;(i, j) = J€Q JEA
1, Vi € A, thent; (i) € [ti(j) — s + 1, t(j) + s; — 1], i.e., SM
5, 5 1(1) = 5 Sieq i) < 2P 15t < 2IPlsw < p o T 226K+ D
using Equation (13), anil_, , 5-1,(i, j) < 255y, For any I€
[, andj € A, by summing ovel andi of Equation (15), we < [2 (QS_M + 1) (1 + SM_) log(p) + 1] Z P
have Sm m jeA

>3 [atig+1) = atij)] o (95M pu 2 R

l % m m
(16)

<log(p) [ZZ @cm’,j) + ZZA(M)]
i ¢ I i

Note thats,,, > 1 for a slotted system. From Egs. (5) and (11),

i we haveS; < (s;+1)|P;|—|Pi|+1 < s;|P;]+1 and thenSy, <
<log(p lzz UCY) 1(i, )+ smPur + 1. Recall thaty > 2825,/ Py, + 1. By letting po =
i<y 28850 Py + 1 4 €, wheree >0 can be arbitrarily small, we

haver > [2(2(saPas+1)+1) (142 511 log (222 51 Pay +

ZZIIZ] ij +2|P|81\/[

—1
i>j 1+ e) + 1} , Which is identical to the competitive ratia
Hence, our algorithm i©( Py log Pys)-competitive. m
Theorem 4:In a general multihop network topology with
<log( + )+ 2|Pj|s . . .
8lk) |ps Z>%:GA zl: [Pylsn general arrival samples, all online algorithms &#€og Py )-
I (ij)=1 competitive.
) Proof: Consider a line network wittP,, links I4,...,lp,, and
a sequence of packets that conssts?ngM log (”“ smPur
<log(u) | p; + Z ZZ ]l (k, 1) i) + 2| Pj|sar phases, where’,; is the maximum path lengthy,, is the
iSgAEA 1 k<i maximum packet weightp,,, is the minimum packet weight,
I (i,5)=1 ands,, is the maximum average slack time. Assuﬁ%sMPM
is a power of 2 and each link has unit capacity. Each phase
<
_10g(ﬂ) Pj +p]; p; (,5) + 2| Pjlsnr i € (1,83, Py log(pM SMPM)] has[plg’;‘MQL%fPMJ} groups,
L5 o), .
each groupj € bm_ 9" ag has[2=2"<m "M ] mini
S]Og(u) P; + 251\/Ip_pj + 2|Pj|51\/1:| 9 m [ |—pJ\Ié]\/I M —I] ’—pM ] s J—|
L pm groups, and each mini group € [1,[M2 ‘v 1] has

§2<1+SMPM

m

>10g(u)pj, % packets. A packet in phase group j mini

P
rema T



groupk has linki Pys (j—1)41 S its first hop link, algorithms
L:QiTJ J
(P]\/ISZ\./IQ MEM . p |‘ _Pm 2L5%IPMJ
SM M I s P
l PLM — as its last hop ImKﬁ as its sz _ Pk s F. (by definition of F)
(01\/1’51\/12 *h Pm 1 I‘AQ Mo W 1\/1
end-to-end delay, antl + %(] ~ 1)+ (k-1) [t QL%H geat 51, P
_ptm o siPm 1 <Pk PM SM SMiMm

as its arriving time slot. Then, it is easy to see that the - Py 53 Pur 10g(pMSMPM)
maximum average slack time is, and the maximum path 2LM 3 p3
length is Py;. Let all kets in phase have th m < Lo
ength is Py,. Let all packets phasé have the same —pksMPMlog(”MsMPM)

weight p;. Note that weighty; is obtained in phaséby using
— ;DM%I;MH resources, then a unit weight is gained by \\e first letpr, = pm. If k # 52, Py log(”—sMPM) then let
u;ﬁ]al Pur Ps3, Par log(2M 50 Pag) = PM- The off-line algonthm can simply

om o 5% Par ] . serve packets in phasé, Py, log(pLsMPM) to obtain weight-
Let z; be the weighted revenue obtained by the onlirRd revenuey sy Py If k = si, Py log(82 sy Pyy), then let

algorithm from packets in phaseSince there arey; Py time  Ps2, Pay log(2: sy, Py)—1 = Par- The off-line algorithm can sim-
slots andP,, links in total, we haves,; P, time resources. D'y serve packets in phas§, P log(5M sy Ppy) — 1 to obtain

resources.

Therefore, weighted revenue that is larger thépMsMPfV, Therefore, the
sy P log(ZL s Pyy) competitive ratio is bounded b@% log(%sMPM)} and the
Z T — Pr . < sy P%. (17) optimal online algorithm isD(log Py )-competitive. m
i=1 pi (%QLFM—PMJ] Our competitive ratio based framework of packet scheduling
with deadlines is motivated by the competitive routing mod-
Define F; = y % ZL 1 i, then el [18]. In [18], link bandwidth is the limited resource artkt
[2m—_2 SR Par algorithm decides whether to admit and route packets agtprd
to the available link bandwidth along the path so that the
sisPar log(Z2L sar Par) throughput can be maximized. However, there are significant
F; differences between the two models: 1) The amount of link
j=1 bandwidth is fixed and known at the beginning for wireline
7 P log (22 55, Pay) j networks in the competitive routing model [18], but the time
= Z L Pum - Z T slot resources are related to the accepted packets (atirval
= Pj (LQL%J] = and deadline) and are then related to the algorithm itseltés
o P EM the available time resource is related to the previous|ypiec
s Pt 1og( 5ol o01 Par) packets by the algorithm); 2) A packet that arrives after the
= Z current accepted packet may get admitted and share ovedapp
i=1 routing hop and time slots that would be available to a p&ént
ShParlog(GtonPar) p packet arriving later. Thus, we treat a time slot as resaurce
< — ZLV;J )xl to be shared between packets. In an on-line algorithm, gurre
j=i Pi [—Lm 2R Py ] decisions can influence future decisions, which make itodiffi

PMSM

52, Par log(ZM 55 Par) to develop such algorithms; 3) There are multiple ways of
Z":”" 1 Py allocating the total end-to-end delalyy — a; + 1 (slack time

< 2 0; [AQLSQM#MJ} from arriyal time to deadline)_ _of each packgeton each hop,
PMSM which brings further complexities to our problem.
log( Zf{ svPur)
(1 + S?VIPMg_m > QJ) i VI. NUMERICAL EXAMPLES
2, Pas log(2M gy P ) =0 We first consider an uplink tree shown in Fig. 4(a) with
M e pu 1 Pur identical link rates. There aré0000 packets, also with i-
= Z arPar Om piﬁ dentical weights, and the inter-arrival times of packets ar
=t [ 2 ] chosen to be) w.p. £ and 1 time slot w.p.1. We generate
<9PM 3 3 3. the initial slack time (the difference between the deadline
Pm and the arrival time, increased by 1) uniformly at random

where the last inequality is from Equation (17). This mear€tween24 and30. The source node of each packet is chosen
there existsk € [1,s%,Py log(E25) Pyr)] SO that Fy < uniformly at random over all non-root nodes. It is easy to
220 3 P, see that the maximum route length, = 3 for all packets

T Prrlea(Ti sy 7y 2Nd then the weighted revenue of onling, this network. Thus, the maximum average slack time is




10

sy = 30 and the minimum average slack time ds, = 8, with % = 100. The given routeP; of each packei is gen-
ie., Py =3 < % = 22 As given in the proof of erated in the setup stage as follows: the source node is khose
SMm . . .
Theorem 3, we choose the control paramétet ) — 7.5 So unlfqrmly at randpm among all nodes, the outgomg link oﬂ”ea_c
hop is chosen uniformly at random among all possible outgoin

thatlog(Qp“sMPMJrl) =74 <log(p) < sm = 8. From ; 2 )
links, and at each hop, there § probability to continue to
Fig. 5(a), we can see that by increasing the normalizaticiofa next hop until reach the maximum route lengthWe first

f th ki weight, th rforman f our onlin i . .
%:rezggg Srt\z iteagchti,etv;ps rc;ve?uge Ic;:lrggr %meoim generate the initial slack time uniformly at random betwégn
’ and 50 so that the condition?y; = 3 < —205-1_ — 21

revenue achieved by the off-line algorithm (the perforneaot 25y (2ML 10000

the optimal off-line algorithm is obtained using the alglom is satisfied. Note that the region of the control parameter

in Theorem 1). The online algorithm is suboptimal and doestisfieslog (Qf)MsMPM + 1) = 11.55 < log(pu) < 8, = 15

not necessarily admit all packets even when the arrivalge®c in this example. With normalized packet weights (normdiora

is under-loaded. However, when the normalized weights deetor is300), we simulate the generated revenue as a function

sufficiently large, the admission controller starts to admare of log(n). We see from Fig. 5 (b) that our online algorithm

packets, pushing the performance of the algorithm close aohieves a revenue that is the same as the upper bound of

optimal. the optimal off-line algorithm (we compare our scheme with
Similarly, for another choice of slack times, generated @he revenue upper bound, i.e., the total normalized revenue

niformly at random betwee® and 5, the conditionP,; < rather than the actual revenue of the off-line algorithm due

—2"-1_ is violated. Yet, our online algorithm achieves 40 the extremely high complexity of the calculation of the

2sas (ot off-line algorithm). Moreover, we can see that for values of
i 0 i i . ,
;‘T;’spi?herhlapprox'mate'ﬁoA’ of that of the optimal off-line ) \'c [0, 11.55) which is out of the regior{11.55, 15], the

online algorithm still achieves the same performance of the
optimal offline algorithm. The reason is that since thisvalri
sample is feasible (our online algorithm can serve all afsiv

successfully as shown in Fig. 5(b)), the admission corroll

/O\ should admit all arrivals which is exactly the special cabem

! log(p) = 0 and the cost term of our algorithm is always zero.

/(5\ 2} Similarly, for another choice of slack times, generated u-
10 niformly at random betwee® and 5, the conditionPy; <

N\ :‘ll: otm ] ) . ’

12 S (e

3

e

5
(pM is violated. Yet, our online algorithm achieves a
2sm

00 @/
7 Ny 11\@/ revenue) larger tha®0% of the upper bound with appropriately
6 O chosenlog(p).
@ We now modified the inter-arrival distribution so that it(is
. 33 is w.p. 0.8 and1 time slot w.p.0.2. For this more bursty arrival
@ @ @ ‘ @ sample, we will see that the admission controller startsike t
21 25 effect. From Fig. 5(b), it is shown that our online algorithm
works best afog(u) ~ 11.55 and it achieves aroungd% of
"Séd}(’>é>7>@8 the performance upper bound. The performance decreases for
26 30 3 38

either smaller or larger values qf

4
s From examples (a) and (b), we can see that the assumption
> ! '“> Py < —27=L- and the regionlog (282 57 Pyr + 1) <
27 31 35 39 )

o
o

2s
M\ om

log(p) < s Of p can be violated, the weight normalization
@-13>®14>é-15>—1e@ factor is not necessarily used and the admission controdler
Vi e > 36 7 be inactive. In practice, while the assumptions requiretha

proof of Theorem 3 are relaxed, the control parameters can be
-17>18>@19>-209@ appropriately tuned for different scenarios so that ouordigm
© still has efficient performance.

. . , , Fig. 6 compare the performance of our online algorithm,
Wired Mutinop Network wih Muliple Seurce-Destnatioriws (o) Awred EDF, LWF and the coordinated EDF algorithm introduced
Grid Network in [16]. In EDF, each link transmits the packet with the esati

deadline among the packets with nonnegative slack timeyever
Next, we consider the (general) topology shown in Fig. 4(biime slot. In LWF, each link transmits the packet with the
There arel0000 packets and the inter-arrival times of packetrgest weight among the packets with nonnegative slack tim
are chosen to bé w.p. % and1 time slot W.p.%. The packet every time slot. The main idea of coordinated EDF (Secti@n 2.
weights are generated uniformly at random betweeamd100 of [16]) is to assign virtual deadline within a certain regio
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Finally, we consider a line network — 2 — 3 — 4 with

: e e e four nodes and links (identical link rates of 1 packet/time
28000 * KRk slot). The arrival sample is periodic with a period idenitita
Q 4 . . . .
s e e aeala 6 slots. It is illustrated in the following table:
— 6000f q
3 o siot 1 2 3 1 516
g 4000} 5 + Optimal Offiine 1 packet {1,2} {3} {4,5,6} {7,8} [
o + Optimal Offline (Violate Assumption) d; {6,1} {2} {3,5,4} {4,5} [
£ 2000f ¢ o Online 1 {(1,2),
= s A Online (Violate Assumption) (src,dst) £(1,4), {(1,2)} (2,4), {(1,2), 1] i)
. ‘ (1,2)} (2,4} (2,4)}
0 2 4 6 10 .
log(Normalization Factor of Weights) it {100, 90} {1} {1,200, 1} {1, 50} [
@ This arrival pattern repeats every 6 slots, until a total of
10000 packets arrive. We use the normalization fadtoe= 12
Bor e e e e e e e e T for the packets weights in the algorithm. It is easy to caltaul
g fa ] the optimal weighted revenu€2® s« (100 + 90 + 200 + 50 +
gt L. T 1 14+1)%12 = 6.6 x 10°. We compare our online algorithm with
Fobo o, el ] EDF and LWF. Note that the conditiofy, < —27—L i
8 oo g PR S S ) ) ) sar (2L
8° Sy ] already violated for this arrival sample. The revenuesec
E ° e SUiB gy ] by different schemes are summarized in the following table.
[ « Upper Bound of Optimal Offline
b | S e e e We choselog(u) = 10 for our scheme:
8o o Onine i Burey Al (vioe
‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ [ algorithm [ proposed | EDF [ LWF |
e | achieved revenue| 5.9 x 10° | 5.3 x 10° | 4.4 x 10° |
(b) : .
In this case, our algorithm outperforms EDF and LWF, and
Fig. 5. Performance of Online Algorithm with (a) Differentohinalized it achieves abou®0% of the revenue, achieved by the optimal

Packets Weights, and (b) Differehig(u) off-line algorithm

(that is related to the session parameters such as injection
rate, the actual arrival time and deadline) for the first hop
of each packet uniformly at random, and then assign virtualln this paper, we studied the packet scheduling problem with
deadlines of the remaining hops based on the virtual deadlimard deadline constraints in multihop networks. We firsixg

of first hop regulated by constants that are related to the@es that, an on-line algorithm cannot achieve the performarfce o
parameters. Upon packet scheduling for each link, the packiee off-line algorithm, even in most simple topologies. ihe
with earliest virtual deadline of the hop index at that lirk iwe showed that this is not true for the uplink tree, and showed
transmitted. We use the general topology given in Fig. 4()at WC-EDF has the same performance as the optimal off-line
for results in Fig. 6(a) and (b). We use the grid network givesdgorithm, given any feasible arrival sample path. We then p

in Fig. 4(c) for results in Fig. 6(c) and (d). There ar@000 posed an on-line joint admission control and packet scliregiul
packets and the inter-arrival times of packets are chosbe®o algorithm that requires only information on the route of leac
w.p. 0.98 and1 time slot w.p.0.02 for results in Fig. 6(a) and packet in the calculation, and has provable competitivio rat
(c). The inter-arrival times are exponentially distribditeith  to the optimal off-line algorithm in maximizing the weiglkte
rate parametet0 for results in Fig. 6(b) and (d). The packetrevenue. We also prove the highest achievable scaling law of
weights are generated uniformly at random betwéeand 2. the competitive ratio for any online algorithm. Furthermone

The given routeP; of each packet is generated as previouslyshow through numerical examples that our algorithm usually
described for topology in Fig. 4(b). For the grid networke thperforms much better than the theoretical lower bound, doun
given route P; of each packet is generated as follows: thefor the worst case arrival sample path. Our packet scheglulin
source node is chosen uniformly at random among nodes Is8&thodology can be applied to flow scheduling if the packet
the outgoing link of each hop is chosen uniformly at randomrrival of each flow is periodic and finite. Since our algo-
among all possible outgoing links, and at each hop, thet% isrithm involves centralized coordination over the route ethi
probability to continue to next hop until reach the maximumequires message passing and has communication overhead
route length5. We let all packets have the same initial slackhe main contribution of this paper is on the theoreticaleasp
time (end-to-end delay requirement) and we vary the slatk investigate performance limitation of online algorithmt
time in our comparison. We can see that our online algorithi: also interesting to apply ideas of this online framewark t
with carefully selected control parameters outperformd=EDdevelop practical algorithms in real networking scenasiosh
LWF and coordinated EDF in all scenarios. The revenues a$ software defined networks (SDN), where the control plane
all algorithms increase as the initial slack time becomegela has centralized information and control logic.

VIl. CONCLUSION
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Fig. 6. Performance Comparison of Algorithms with Differémitial Slack Times under Arrivals with Bernoulli and Expential Distributed Inter-arrival Time,

respectively, in (a,b) A General Topology Network and (Ad¥%rid Network
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VIIl. A CKNOWLEDGEMENT dey~ = dy < di. Therefore, it is easy to see that all packet
Ipairs satisfy hypothesis 3) by repeating this argument flor a
transmitted and remaining packet pairs. Suppose a pdcket
at any noden is expiring under policyp at the end of slot
Ty, then there is another packet with dg < dj and k* is
at noden or its descendent node by hypothesis 3), ké.,s
) } ] . _also expiring which contradicting the optimality of poligy.
~ Let policy p* be a work conserving optimal off-line policy, Therefore, there is no packet expiring ungeat the end of
i.e., given any under-loaded arrival sample, all the packe¢ gjot 7, j.e., hypothesis 1) holds. Note that the total number
successfully transmitted to the root before their deadlumeder o transmitted packets and received packets are the sanee und
P*' If underp*, all nodes transmit their eayhest dgadl!ne packetspin policies in the uplink tree network and no packets expir
in all slots, then we are done. Suppdsgis the first time slot nder hoth policies, then the total number of packets at any

in which policyp* differs from WC-EDFp. Then, all the nodes qde under both policies are the same at the end oflpt
in the network have the same set of packets in all slots befgre hypothesis 2) holds.

slot Tj.

We show that WC-EDFp is optimal for any under-loaded Till now we have shown the base case and we need to show
arrival sample by induction. Choose — 1 > T, and let the that hypothesis 1)-3) hold fof'. Similarly, at the beginning
following holds as hypothesiét € (Tp, T — 1]: of slot 7', all nodes have the same amount of packets under
1) There is no packet expiring undgrat the end of slot; p* and p. The packet pair reforming rule is the same as
2) The total number of packets at any nadeinder policyp® described in the base case. Consider an arbitrary noded
andp are the same at the end of slotAny packetk at any suppose the capacity of the link between nadend its parent
noden under policyp can be paired with a packét at the node is 1 without loss of generality. If the link capacityds
same node: under policyp* at the end slot; then repeat the same argumeatsmes. Letk* and ¢ denote
3) For any packet paikg, ko) at any node: at the end of slot the transmitted packets by node under policy p* and p,

t, there is a sequence of packet paik§, ko), ..., (kF, k;) at respectively. Without loss of generality, we assulfig, k)
noden and its descendent nodes so thiat < dy,,...,dx: < and (¢*,q) form different packet pairs at the beginning of
di; 1> dgy < dy, if i > 1 anddy; < dy, if i =0. slot T, i.e., the end of slofl" — 1. Consider any packet pair

At the beginning of sloffy, all nodes have the same set ofkg, ko) (assume this packet pair is at an arbitrary nedp
packets undep* andp, and all packet pairs are common packeh the network and by hypothesis 3) for slét— 1, (k§, ko)
pairs. Consider an arbitrary nodeand suppose the capacity othas a sequence of packet paffs;, ko), . . ., (k. k;) at node
the link from noden to its parent node is, i.e., the maximum m and its descendent nodes at the beginning of Bleb that
number of packets that can be transmitted from nade ¢ = dy; < dk,, ..., drr < dg,_,,dgz < dy, if @ > 1 anddy: < dg,
in each slot. Note that the total number of packets at nodeif i = 0. We have the following cases:
are the same under* and p, if this number is larger than, 1) The sequencgkg, ko), ..., (k},k;) does not contain the
then node: transmitsc packets under both policies, otherwisepacket pairgk*, k) and (¢*, ¢), then the reforming ofk*, k)
it transmits all packets under both policies. This means thed (¢*, ¢) and the transmission df*,¢) do not influent the
number of transmitted packets of nodeare the same underpacket pair(k, ko);

p* and p. We use the following rule to pair the transmittedl) The sequence(kg, ko), ..., (kf,k;) contains the packet
and remaining packets: Ifk*, k) forms a packet pair at the pair (k*, k) but does not contailig*, ¢). This means node
beginning of slotTy, and k*, k& are transmitted by node in is nodem or a descendent node of node By hypothesis
slot T, under policyp* and p, respectively, ther(k*, k) still 3) for packet pair(¢*,q) in slot T — 1, there is a sequence
forms a packet pair after transmission(f, k) forms a packet (¢*,q),...,(q;,g;) at node n and its descendent nodes
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let (k§,ko),..., (K", k),...,(¢%,q),..., (ki ki) denote the
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holds for (ki ko) at the end of slotl’ with the sequence departments of ECE and Computer Science and_ Engineering.
(K& ko), (a5 )y, (2 i), Fron_w 2009 to 2012_, he_ servgd as a Guest C_:ha|r_ed Pr(_)_fessor
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