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Abstract—In this paper, we study the implication of wireless nodes simply relay the received information without change
broadcast for data aggregation in lossy wireless sensor neorks.  distributed in-network computation can result in significa

Each sensor node generates information by sensing its physi ; ; ;
. . X erformance improvements in energy consumption, memor
environment and transmits the data to a special node calledhe b - b gy b y
usage, bandwidth, and delay.

sink, via multi-hop communications. The goal of the network

system is to compute a function at the sink from the informaton In this paper, we focus on the delay performance of in-
gathered by spatially distributed sensor nodes. In the cowge of '

collecting information, in-network computation at interm ediate neftwork. aggregation In Io;sy .V\{lreless networks.. U.n_der a
forwarding nodes can substantially increase network effigncy NOISy wireless channel, maintaining the overall reliapitof

by reducing the number of transmissions. On the other hand, the function computation while performing distributed com
it. also increases the amount of the information contained ina putations at intermediate nodes is a major challenge [1]-
single packet and makes the system vulnerable to packet loss [4]. Since the information contained in a single packet is

Instead of retransmitting lost packets, which incurs additonal hiahlv intensified aft i twork tati
delay, we develop a wireless system architecture that expts ighly intensified after several in-network: computatioas,

the diversity of the wireless medium for reliable operatiors. To Packet loss can significantly impact the computation result
elaborate, we show that for a class of aggregation functions and thus a higher level of protection is required for eaclkgac
wireless broadcasting is an effective strategy to improve elay  transmission. A packet can be protected by Error Correcting
performance while satisfying reliability constraint. We provide Code EEC) [5] or can be restored by retransmitting the lost

scaling law results on the performance improvement of our so- . " . .
tion over unicast architecture with retransmissions. Intgestingly, packet. In either case, additional delay is unavoidablendny

the improvement depends on the transmission range as well asapplications, it is important to compute the global funetio
the reliability constraint. a timely andreliable manner, and thus limiting the amount of

Index Terms—Data aggregation, lossy wireless networks, delay additional delay is important.

performance. To this end, we develop a new network architecture for
| INTRODUCTION in-network computation for a class of generalized maximum
' functions. We focus on the delay performance of the function

Wireless sensor r_1et_works consist of a large numbgr _85mputation subject to reliability constraint in lossy ewir
sensor nodes with I|m|t_ed resources of energy, ransmmssidqs " environments. We show that aggregation with wireless
POWET, ne(;work ‘?a“d""':thvhang (Izomp_utanon POWET. E‘?‘cﬂ?oadcast can substantially reduce the delay while satify
sensor ngde monitors the physica envw_onment_m Its nelg{p]-e reliability constraint. Our scaling law result clarffi¢he
borhood, collects data, and processes information. In MaYationship between delay performance, reliability, fags-

applications, the g_oal of wir(_eless sensor networks is to'(_:o%ission range. We also provide distributed algorithms and
pute a global function of the information gathered by spigtia evaluate their performance through simulations.
distributed sensors at a special node calledsthke Multi-hop

communication is often used to relay the information from th In-network aggregation has also been studied in many
source node to the sinks. other aspects [1]. The maximum achievable computation rate

Distributedin-network computatioor aggregation [1] can for a class of functions has been investigated in [6]-[8].
improve the communication efficiency of the system. It alowEnergy efficiency in lossy environments has been considered
for an intermediate node to participate in the computatibn @ [3], [4], [9]. Time and energy complexity of distributed
the global function: a sensor node can collect informatiomf computation has been provided in [10], [11]. Our work can
a subset of sensors and aggregate it by performing compuie-differentiated from the previous work in that i) we focus
tions with partial information. Compared with previous endon the delay performance of in-network computation, ii) we
to-end information delivery paradigms, in which intermedi consider reliability constraints in lossy wireless netkgmrand

. . ) ) i) we investigate the effect of wireless broadcast on takag
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Il. SYSTEM MODEL transmitted and silence periods (including listening tioeos’
activities) cannot be used to convey information. Hence, if
sensor node does not transmit a packet, its informationatann
%ntribute to the global function computation.
sumption 3Time is slotted (each slot is equal to a sampling
eriod) and all sensor nodes are assumed to be synchronized.
%heduling is perfect in TDMA network systems.
ssumption 4.Routing is fixed. We first consider a tree
pology rooted at the sink, which is a popular structure in
eless sensor networks because information heads for a
usion center (sink). We also modify the topology later to
incorporate wireless broadcast.

We consider a sensor netwo®(V, E) having a setV
of sensor nodes and a sét of links, in which n sensor
nodes are deployed. The goal is to compute a global functi
with information obtained from each sensor node. We assu
that the function should be calculated at a special no
called the sink. Each sensor node not only generates its o
data but also relays others data to the sink via multi-h
wireless communications. The wireless channel is assumec}
be lossy. A packet loss can be restored by retransmitting
lost packet, which, however, results in additional delagc&

many applications have both reliability and delay constsi : ) .

we focus on the relationship between the reliability and tHAéssum_pt]on 5.The w_|r_eless char_mel between ea<_:h pair of

delay performance and show how they can improve when ﬁjignsmlt_tlng and receving nodes is assumed. to be mdepend_e

network aggregation is appropriately employed in the wisl across links and times, and mc_)deled asa bmqry_ghannel with
non-zero packet loss probabilify. To avoid trivialities, We

system. . —
. . . . <p< .
We are interested in a class of functions that satisfy all tﬁésiltjrgzéhzfoltst bg:gg esdeifof rl_l)o_d EP g_eﬁ efa%es information

following three properties. £, by sensing its physical environments. Our objective is

. SYL“TGU'C A function f is symmetric if f(Z,4) = {0 calculate a GM function valug (31, Ba, ..., n) at the
f(y, ). ) . _sink, that conveys the aggregated information from the@ens

« Decomposable A function f is decomposable if noges in a timely and reliable manner. Lét denote the
(& y) = f(f(&@), f(#))- correct function value that has to be reported, i#., :=

« Componentwise Transitivé function f is component- F(B1,-..,Bn). The information value of3; is said to be
wise transitive if [f(7,9)li = [f(Z)li and [f(4,2)]i = critical if the function result withouts; is different from
[/(9)]; imply that[f(Z, 2)]; = [f(Z)];, where[-]; denote g« e (8, ... B,_1,B11.....Bn) # B*. For instance, let
the i-th element of the vector. f() = min{-} andB; = 5, B, = 2, and B3 = 9. Then

We denote this class of functions iiyeneralized Maximum g, has the critical information value becaug¢s;, 33) =
(GM) functions, since the final result corresponds to ah # 2 = f(51,0532,0;3). Note that if the information is
element (could be a vector element) of the sensed data. Samgresented by a vector withh components, there can be at
examples includenax or min, ranging (i.e./min, max]), and mostm critical information values, since the component-wise
n-largest (or smallest) values. Many sensor network sesviceansitive property implies that a single critical infortiom
can be realized through this class of functions: intrusiafetermines a component of the function result. In the sequel
detection by collecting binary information, object trawi for easy of exposition, we assume that= 1, and f(-) is a
by collecting n-closest locations to the object and theimax function with a single element. However, since the three
distances, and multi-modal environmental monitoring .(e.groperties allow the critical information to be duplicataad
finding highest temperature with humidity exceeding a éertato be aggregated in any order and in any intermediate node,
threshold) [12], [13]. Also, in general wireless networktss our analysis can be easily extended to any GM function with
type of functions might need to be calculated frequently t& > 1, and as long asn is a constant, our asymptotical
update system parameters such as the largest node degreaeults do not change. Let denote the information of the
longest queue length, the worst link quality, etc [14], [15] critical value. Since3* = 3 for m = 1, we uses* and j3
The properties of the GM functions promote in-networknterchangeably in the remainder of the paper.
aggregation. Specifically, an intermediate node can dollec
information from other sensor nodes, and instead of digectl Ill. ASYMPTOTICANALYSIS OF THE DELAY BOUND
relaying the received packets, it processes and aggrebates  Let P, denote the minimum probability that the sink com-
into a unit of information, i.e., a packet. It then forwart®t putes the function correctly. We study the asymptotic delay
computed value to the sink or to the next hop. Appropriagserformance of the sensor system for the following religbil
use of in-network aggregation can significantly reduce th@nstraint:
amount of traffic generated over the network [3], [4], [6]. 1-P, =0 (ﬁ) , (1)
Another important feature of the GM functions is that they )
allow duplicate data, i.e., inserting another copy of datasd I-€-, there exists,, ¢o > 0 such that for all. > no, 1 - P; <

co

not affect the function results. We actively exploit thisfiere =(ny» Wherec(n) is an increasing function of with ¢(n) — oo

to battle against lossy wireless channels. asn — oo, indicating the speed of convergence rate at which
Our model is based on the following assumptions. reliability is achieved as a function of the number of nodes.

Assumption 1The information generated at each sensor node _ ) )

is exact without error. A. Aggregation with unicast

Assumption 2The message passing computation model [11] We first consider a point-to-point communication system
is assumed, i.e., all the information has to be explicitlwith a tree topology [11], where a node has a parent and



multiple children (except the root node and leaf nodes)hEaB. Aggregation with wireless broadcast

node Obt"’?'”s |r_1format|on In two ways: from Its OWN SENSOT 4 thig section, we propose a new network architecture with
and from its children. Once a node collects information from.

X . : . S S wireless broadcast to improve the delay performance while
all its children, it aggregates the information includitg dwn

) . ? . .. ,achieving the same level of reliability. We explicitly epjl
into a single packet using the GM function and transmits tI?J‘?versity from wireless broadcast. We first describe theéesys
packet to its parent over a point-to-point communicationk i

(unicast). The procedure repeats from leaf nodes to the ro%rtchitecture and then analyze its delay performance.
. P P We modify the tree structure in Section IlI-A by allowing

We call this _network architecture as aggregation with LB'tlcanOdeS to broadcast a packetrtailtiple parents
and denote it byU.

Since routes follow the tree structure rooted at the SimeaAssumpnon 4.1Each node (at depth) has at least:(n)

nodew has a unique paremi(). Let p denote the probability parent$ (at depthd — 1), and transmits a packet through the

of loss for transmission over linku( u(v)). Let ru(n) > 0 wireless broadcast channel to all parentsr{ln)) times. At

denote the maximum number of retransmissions allowed tQF root, we assume that the sink has) antennas and it can

each link, and lef; () denote the probability of success ovefJrOCeSS signals from multiple antennas.

link (v, (1)) when success occurs by taking the maximur’ this architecture, we say that a nosieccessfully transmits

number of allowed retransmissions. We can obtBjfv) as a packet if the broadcasted packet is successfully recéiyed
' one of z(n) parents. Note that each packet contains aggre-

P,(v) =1 — Pr{all transmissions fa}l gated information abstracting all the information suctidls
— 1 = pltruln), 2)  collected by the transmitter. Due to the properties of the
) GM functions, it is sufficient that each node successfully
We define the depti(v) as the number of hops betweenransmits the aggregated informationdoe of its parentsn
noder and the sink. Lew"(n) denote the maximum depthorger to ensure that the informatighof the critical value is
over all sensor nodes, i.el}(n) := max,ev d(v). Then,Ps,  syccessfully delivered to the sink. We call this architeztas
the worst-case probability of success, is given by the 8sccgggregation with broadcast and denote itBy
probability that the information of the critical value a®s at  Thg jntuition can be better described using Fig. 1. Assuming
the sink through the longest path. Lettingdenote the node hy Jinks are bidirectional, the dotted lines in the figuseai
that generates the informatighof the critical value, we have |ink petween two nodes, and arrows indicate a transmission
d(?) d*(n) from a child to a parent. A failed transmission is marked by
Py = min Py(vy) = H Py(vy), (3) across. Fig. 1(a) illustrates that two transmissions frarden
e =1 2 fail underU. On the other hand, Fig. 1(b) shows that a
forall k > 1. The last single broadca}st can transmit _the_ packet to _nod(_a 6 sucﬁgssfu
+ Hence,U requires four transmissions to deliver information B
o the sink, whereaB needs two transmissions.
Note that the aggregation with broadc&sappears to be a
little like flooding but there are significant differences. While
cr-di(n) - p"t M <1 Py <ey-d*(n)-p, (4) flooding is very ineffective because of broadcasting migtip
uplicate packetsB reduces this inefficiency by in-network
ggregation. Moreover, it takes advantage of the divexsity
wireless broadcast, which is not exploited in flooding.
14 7y(n) > c3-log(d*(n) - e(n)) + cq, We now estimate the worst-case probabiftyof successful
function computation undeB. Assuming independent packet

for some constanic; and c4. Also, from the right side h . o
) . : . . losses over links (Assumption 5), a packet transmissiomfro
of (4), the inequality with some constant is sufficient for

the reliability constraint. Hence, a scheme that satisfies tnodey is successful with probability
reliability constraint (1) should have P,(v) > 1 —p=(m)-(Fme(n) (7)

wherev; := 0 and vgy1 = u(vg)
equality holds because in the worst-casehas the larges
depthd*(n). By substituting (2) into (3), we can obtain the!
following inequality:

wherec; andcy are some constant. From the left side of (42
and from the reliability constraint of (1), we have

ru(n) > ©log(d* (n) - ¢(n))), (5) where 7;(n) is the maximum number of retransmissions.
and the bound is tight in the sense that some scheme with ﬁ\r%am,_smce the mforma’gonﬁ of the critical value _has to
. ; s . e delivered via at mosi*(n) hops to reach the sink, the
equality can satisfy the reliability requirement. aranteed probabilitys of a successful information deliver
We now consider the delay caused by retransmissions 49 P N y
can be represented by

achieve the given reliability constraint. Estimating thelay

by the number of transmissions, the worst-case délgycan @) da*(n)
be presented aB;; = min,. ,){d*(n)-(14+7r,(n))}. From (5), Py > min y H Pi(1) = H Ps(v), (8)
we havemin(1+r,(n)) = ©(log(d*(n)-c¢(n))), which implies rmrrer i k=1

that a packet should be transmitted at l&a8bg(d* (n)-¢(n)))
times to satisfy the reliability constraint. Hence, we dahthe 1This implies that there are at leastn) disjoint paths from a node to the

t edel d fi ith . t sink. Since there are(n) different first-hop nodes from the node’s parents
worst-casedelay under aggregation with unicast as and each of these first-hop nodes h#s) parents, we can find at leas{n)

disjoint two-hop paths. Then by induction, we can show thate are at least
D;, = ©(d*(n) - log(d" (n) - ¢(n))). (6) x(n) disjoint paths to the sink.
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(a) Aggregation with unicasti() (b) Aggregation with wireless broadcast)(

Fig. 1. Transmissions over lossy wireless links. Each trassion is denoted by an arrow, and a failed transmissiorein®igd by a cross at the end of the
arrow. Under aggregation with unicast, it needs four trassions for information B to be successfully delivered te gink, while it needs two transmissions
under aggregation with broadcast.

wherer, :=  and vy is one of parents of,. Note that we have D] = ©(logn - loglogn) under U, and D; <
unlike U, the first equality in (3) is changed to an inequalityd (logn - max{1,loglogn/x(n)}) = ©(logn) underB when
in (8) because the informatiofi can take multiple (at least z(n) = ©(loglogn) andr,(n) = O(1). Hence, if each node
z(n)) paths to the sink. From (7), we can obtain can broadcast t®(loglogn) parents,B outperformsU by
* —x(n ry(n G* = Q(log log n)
L= Py d’(n) gm0, ©) However, the achievability af(n) = ©(loglogn) depends
Then forcs := 10—_1_ and a constants, the following inequality on the topology of the underlying network. In geometric
suffices to satisfy the reliability constraint (1): networks, bothi*(n) andz(n) are related to the topological
. structure and we need to incorporate some topological motio
a(n) - (14mp(n)) = ¢5-log(d”(n) - c(n)) +cs. (10) jnto our analysis. To this end, we study the delay perforraanc
Note that if each node broadcasts its packettog(d*(n)- ©Of aggregation schemes in random networks, where nodes
c(n))) parents, the reliability constraint (1) can be satisfiegf® uniformly placed, subject to reliability constrain. dur
with 7, (n) = 0. Since the delay boun®; can be representedanalysis, we do not take into account edge effects, assuming

as Di = min,, (,){d*(n) - (1 +r4(n))}, we have Fhat all nodes have the same Qrder of parent r?qddarste that
) in sensor networks, most traffic heads for the sink. Hence, by
D; <0 (d*(n) - max{1, log(d;(%}) . (11) carefully locating the sink, there would be few transmissio

on the edge of the network. The assumption can be further

C. Performance in geometric networks supported by our development of a distributed algorithm in
' Section V.

We now consider a popular scenario in which sensor nod §sumpti0n 4.2Given a network of: sensor nodes uniformly

are randomly deployed in a ge_ometric space,_and evaIuate(Ii d independently distributed on a disk of radiugach node
delay performance of aggregation schemes with unibad 5 5 igentical transmission range) and has the same

with broadcas. We derive the gain dB overU for geometric order of parents:(n) The sink is located at the center with

networks, Where_the reliability constraint and transnoissi x(n) antennas. Straight-line routing has been employed, thus
range are a function of the number of nodes. We show thata{ hievingd” (n) — ﬁ and all the paths from a node to the
n )

general a higher gain can be achieved with a stronger riiabi sink have asymptotically the same length. In the next sectio

requwe_ment and a larger t_ransmlssmn range. .we show that this can be achieved by a simple routing scheme.
We first start with the gain for the previous (non-geometric) Under aggregation with unicast, the delay bound directly

tree network. We define the maximum delay gainBobver - L1
U asG* == D /D?. From (6) and (11), we hade comes from (6). By replacing*(n) with oy We have

. 1. e(n)
o =Di_g d*(n) - log(dr(n3*~ c(n)) D, =6 (@ log m) : (13)
b d*(n) - max{1, rosl el w(ﬁff(””} (12) On the other hand, under aggregation with broad&asve
z(n)log(d*(n) - ¢(n)) have z(n) < ©(nt(n)?) because each node hag(n)?
(I(n) + log(d*(n) - C(n))) neighboring nodes in its transmission range. We can achieve

) the equality by setting the parents of each node to the set of
Suppose that the network has depth(n) = logn with

the reliability constraintc(n) = logn. From (6) and (11), 3 the nodes are uniformly distributed in space, they asyigally have

the same order of neighbors [16]. Then, as shown in Sectioiit I¥ not hard

2f(n) = Q(g(n)) means that there exists constants > 0 such that for to develop a scheme, under which each node asymptotically the same
all n > n, f(n) > cg(n). order of parents.



nodes within a sector of its transmission range (to the tloec the tiered structure has appeared in the literature fort-ligh
of the sink). Then, from (11) and*(n) = ( 5> We can obtain weight routing [18] and efficient sleep/wake scheduling][19
the delay bound as [20], the purpose of our design is quite different. Unlik&J;2
1 1 e(n) [20], we assume that wireless links are lossy, and that the
Dy <®© <Inax {t(—n)’ () log m}) (14) network has a specific goal of computing a GM function. By
exploiting the diversity of the wireless medium, we intend
From (13) and (14), we can present the gaif., of B over to improve the delay performance while satisfying reliapil

U in geometric networks as constraint.
. H(n)? - log &2 We first describe our solution, and show that the algorithm
o D _o" (n)” - log 355 _ (15) achieves the delay performance of (14). To this end, we
R nt(n)? + log tgng show that under the algorithm, each sensor node has at least

O(nt(n)?) parents and the maximum hop distance to the
As an example, we consider a random geometric netwagfy js at MostO (;57). We extend our schemes to resource

with minimal connectivity. It has been shown in [17] thapqngirained networks and revisit performance analysthén
t(n) should be at leas®(y/°2") for the network to be presence of wireless interference. We close this section wi
asymptotically connected with high probability. Using:) = development of a hybrid scheme that can combine the unicast
ol /10571), we haved*(n) — @( /logn) Suppose that and the broadcast architecture.

c(n) = logn, i.e., the reliability requirement enforces that

1 — Py = O(g5)- In this case, the delay bound &f can A Ajgorithm with tiered structure
be written asD? = O(y/nlogn) from (13). For B, it

suffices to satisfyz(n)(1 + rp(n)) = © (log("'c(”() We assume thait wireless sensor nodes are uniformly

. o . logn deployed over a disk of radiuls Our results can be extended
achieve the same level of reliability. Since each node cae h o more general networks of different sizes and topologies,
z(n) = ©(nt(n)?) = O(logn) parents, the condition can bey .-, impact on our analysis by a constant factor and do not
satisfied withr, (n) = .O( ) whenc(n) = IOg”. Eurther i affect our scaling results. Under Assumption 4.2, each node
@(n) = c; logn, there is no need of retransmission unfer <2 identical transmission range iof), and we divide
Hence, we can obtain the delay boufyf = O (\/ @) the networks intos;7— circular tiers as shown in Fig. 2, with
and the gainG, = Q(logn). Note thatnt(n)® = logn is 0 < é < 1. Each tier has an identical width ¢f(n). Let T;

the number of nodes in the transmission area of a node. Thenote the set of nodes in thxh tier, which is an area within
implies thatB can potentially achieve a gain in delay as largdistance of(§t(n) - (i — 1), t(n) - i] from the sink. The sink

as the diversity gain of wireless broadcast. is the only node irnl5.

In general, from (15), the gain depends on beth) and The network is a time-slotted TDMA system. At the begin-
c(n). We tabulate the gains for various network environmenisng of each time slot, each sensor node generates a packet
in Table I. The first column shows that the gain is dominateglith the sensed information. A time slot is further divided
by the broadcasting areas in multi-hop networks with minimito mini-slots and in each mini-slot, a single packet can
connectivity. The last column shows that the gain is doneidatbe transmitted. LetD, denote the delay performance of the
by the reliability constraint in single-hop networks. Tlesults algorithm, which is estimated in the number of transmissjon
also show that we can improve the delay performance hg., mini-slots for the sink to compute the function.
exploiting multicast transmissions, with a smaller trafssion  Routing is simplified using the tiered structure; Every node
range when a low level of reliability is required (i.e., when, in 7; is a parent of node in T}, if its distance is no greater
c¢(n) < n), and with a larger transmission range when a highant(n). Transmissions are scheduled from the outermost tier
level of reliability is required (i.e., when(n) > n). to the sink tier-by-tier one at a time, so that nodegjrcan
transmit only after all nodes i, ; finish their transmissions.

GAINS (D /D) OF B OVERU IﬁSIE'EJ,AR.OUS TRANSMISSIONRANGEs Ve group nodes in each tier into mutually exclusive subsets
AND RELIABILITY CONSTRAINTS. such that all nodes in a subset can transmit simultanedLedly.
H (i, j) denote the/-th subset iril;, and leth; denote the total
t(n) = t(n) = number of subsets in each ti&f such thaU?;lH(zyj) =T;.
logn i tn) =1 Clearly, all nodes iril; can finish asingle transmission in;
n Viegn mini-slots. If there is no interference between simultarseo
c(n) =logn | Qogn) | Nloglogn) | R(loglogn) | transmissions within a tier, we will have a single group with
c(n)=n Q(logn) Q(logn) Q(logn) h; = 1 for all tier i. The reason that we introduce grouping
c(n)=expn | Q(logn) Qogr) Q(n) will become clearer in the next section when we take into
account wireless interference. We will have the total ddlgy
to compute the function as
V. DISTRIBUTED ALGORITHMS 1/6t(n)
In this section, we develop a practical solution for aggrega Z hi(1 4+ rp(n)). (16)

tion with broadcast using a tiered routing structure. Alihlo



Fig. 3. Parents (irf;_1) of nodewv (in T;) is located in the shaded area.

Fig. 2. Network with tiered structure.

_ _ _ _ Since each node has at le&tnt(n))? parents, Algorithm 1
Algorithm 1 Distributed aggregation with wireless broadcastan achieve the required reliability (1) by satisfying (0

for i = 1~ to 1 do somery(n) = O(1).
for j =1 to h; do Further, since each tier has the widit(n) and a packet
Each nodev in H(i,j) broadcasts its (aggregated)s transmitted tier-by-tier, there are at magt- tiers and we
information (1 + 7,(n)) times. have the maximum number of hops to the sink as
if nodeu € T;_1 receives the packehen 1 1
Node i does aggregation and updates its informa- d*(n) = W = (—> (18)
tion. n) tn)
end if Hence, from (17) and (18), Algorithm 1 achieves the delay
end for performance (14) and the gain (15) with somén) = ©(1).
end for However, this can be achieved only when there is no interfer-

ence between simultaneous transmissions and all the nodes i
each tier:; belong to the same group withy = 1.

The overall algorithm proceeds as follows: At the

beginning of every time slot, each node originateB. Performance in the presence of interference
a packet with sensed information. Nodes IiH(i,})
broadcast their packet§l + r,(n)) times in decreasing an
order of ¢ and mcreasmg order of 7, such

In Section 1ll, we have analyzed the performance (e.g., (15)
d Table I) without considering wireless interferencewHo
H(-1 1), (L 2) H(L h V(L _S ever, if the network is resource-constrained and has linite
3t(n) > /> MG ny 2)s e MGty sty /0 M S frequency channels, then wireless interference will ietstine
L 1), H(s55 — L.2),...,H(L, k). Note that with this nymber of simultaneous transmissions, exgof Algorithm 1,
ordering, nodes irf; start their transmissions after all nodegnd this has to be factored into calculation of the gains.
in T4, finish transmissions. Then nodes Th who receive Assumption 6We consider a protocol model for the interfer-
a packet from a node iff;;; do aggregation using the GMence constraints [16], where two links within two times of
function, and update their packet if necessary. The deltailgansmission range cannot transmit simultaneously.
algorithm is as shown in Algorithm 1. Multiple nodes within a tier can transmit simultaneous|yhié
Now we show that under Algorithm 1, each node has gistance between any two of them is greater tham). We
least®(nt(n)?) parents and the maximum hop distance frorshow thath, = ©(nt(n)?), and obtain the delay performance
a node to the sink i®)(;;;). Then the minimum number of of Algorithm 1 in the presence of wireless interference.
parentsr(n) can be bounded as follows. Suppose that nede e first analyze the delay performance of Algorithm 1 by
is located inT; as shown in Fig. 3. The number of parents obroviding an algorithm that multiple nodes in a tier can be

nodev in T;_, is no smaller than the number of nodes in thecheduled without interference. Then we compare the soluti
shaded area. For each nodes V, there existsf < 6, < 1  with a realization ofU, which appears in [11] witht(n) =

such that the distance betweeand the shaded areadst(n). “’g" in a lossless network, and extended accordingly. We
Let * := max,cy §,. Since nodes are uniformly distributed

with density 2, it can be easily shown that the number OEvaluate their performance and clarify the improvement of

: ; over U in different network settings.
nodes in the shaded area is bounded belodv by From (16), we need to estimatg to obtain D, which is

cos™ ! 6* . /T3 nt(n)? 9 determined by the scheduling policy within a tier. To thisien
z(n) 2 ( T oVise ) o Ot e first estimatéH (i, j)|, whereH (i, j) is the subset of nodes
(17) in T; that are scheduled simultaneously, dnd denotes the

. N _ , cardinality of the set. We partitioff; into subsets{C;"} as
Although we implicitly assume that the shaded area is cotelyléncluded

in T; _1, the same order results can be obtained when the shadedratehes shown in Fig. 4. Note that since each Cé]l”_has a width
to inner tiers. more thant(n) at the boundary of the inner tier, there are at




The algorithm is designed in lossless networks with minimal

transmission range for connectivity, i.¢(n) = 4/ IOg" , and
shown to be optimal. We extend it into lossy networks with
general transmission rangén) as follows:

1) Among sensor nodes, there &g 2) nodes who
locally collect information from |ts nelghbors and do
aggregation. They can be placed such that they form a
tree with deptf@( )) and nodes of the same depth do
not interfere with each other.

2) At the beginning of each time slot, each node transmits
Fig. 4. Partition{C?"} of T;. its packet over a point-to-point communication link to
the nearest collecting node. Due to retransmissions for
lost packets, it take® (nt(n)?(1 + r,(n))) times.

most (W] cells, where[a] is the closest integer no 3) After the above procedure, all information is now located
smaller thana. Let H(i,j) include a node from every three in collecting nodes. Then, each collecting node, starting
cells, i.e.,H (i, j) has a node from cell§™, Cl_m+3’ ...,soon. from leaf node, transmits packet to its immediate parent
Since any two nodes ifif (i, j) are separated more than(n), up to (1 + ry(n)) times. After receiving all packets
they do not have any common parent and their transmissions from children, each collecting node does aggregation
do not interfere with each other. Moreover, since all cedis h and transmits the data to its parents. This procedure takes

the same number of nodes (possibly except one cell, which  © (s (1+7u(n))) times until all information arrives at
may have a smaller number of nodes), the number of nodes the sink.
in eachH (i, j) is identical and would be about a third of the=rom the above and (5), the algorithm has the delay perfor-

number ofC;". Specifically, mance
(i — n 1
16D = |5 [ | = eeG-al), @9 D=0 ((nttnp + o) @ o) )
for all ¢ > 1, where|a] is the closest integer no greater than =0 ((nt(n)2 + ﬁ) log %) .

a. The number of nodes ifi; can be bounded by
Note that the wireless interference is incorporated in thst fi

n n
2m (i —1)t(n) - 3t(n) - — < |Ti| < 2midt(n) - 3t(n)- —, (20) term. Unlike Algorithm 1, it is added to (13) instead of being
H1ult|plled This is because the interference matters orilgnw
nodes transmit packets to collecting nodes. On the otheat,han
in Algorithm 1, the interference remains through the praced
because it continuously exploits the wireless broadcast.

for all ¢ > 1. Since nodes are uniformly distributed, we ca
obtain from (19) and (20) the number of mini-sldtsneeded
for all nodes inT; to make a single transmission as

;= <|H|(7;'i|j)|) — O(nt(n)?), From (21) and (22), the gain can be obtained as
o (14 nt(n)?®)log %Z;
for all i > 1. Fori = 1, it is clearh; = O(nt(n)?) because G=0 )
|T1| = né?t(n)%. Hence, we havéy; = ©(nt(n)?) for all i. nt(n)? + log 775
From (10) and (16), we obtain Table Il summarizes the gain of Algorithm 1 over the
1/6t(n) instance ofU in the presence of wireless interference for
D, = Z hi(1 +ry(n)) various network settings. Algorithm 1 outperforms the anste
i=1 of U in most cases. However, in some cases, e(g,), = logn
1 21) and t(n) = —=—, the instance ofU has better delay
=0 (—— nt(n)*-(1 ( logn’
dt(n) nt(n)”- (1+ rb(n))) performance thangAIgorlthm 1. Such a case occurs when either
1 c(n) of the following two cond|t|ons holds:
= nt(n) | 1+ log —= e(n) _
nt(n)*> 7 t(n) 1) log 75 < gy i £ > f’

Remarks:Intuitively, each tier has widtl®(¢(n)) and thus ~ 2) log i(ni <nt(n)? if t < 5=
includes ©(nt(n)) nodes. Since we can schedule a set of Note that poor delay performance could be caused either
nodes, where distance between any two nodes is no smallgra limited number of simultaneous transmissions due to
than ¢(n), the number of scheduled nodes will be at mostireless interference or by a large number of retransmissio
©(1/t(n)). Hence, it takes at leash(nt(n)?) mini-slots to required for reliability. Although Algorithm 1 exploits es
finish transmissionsn each tier We can obtain the aboveand path diversity improving delay performance by reducing
equation by multiplying the termt(n)?2, which explains the the number of retransmissions, the improvement may not be
wireless interference, to (14). significant due to wireless interference. Table Il showsg tha

when the transmission range is small, Algorithm 1 does not
Now we consider the realization df presented in [11]. perform very well since the delay from interference dongsat



In contrast, when the transmission range is large, Algorith Sufficient condition for the reliability constraint:

can improve the delay performance substantially, while thelLetting P;; and Ps; denote the probability of successful
gain depends on the reliability constraint. The resultslymppacket transmission in phase 1 and at each tier in phase
that broadcasting is more useful when a larger transmissidnrespectively. The probability’, of successful delivery of
range is required, e.g., due to topological restriction @ag critical information value can be written as

deadline of sensed data. d*(n)
TABLE I Pi>Pa- ] P
GAINS OF ALGORITHM 1 OVER AN INSTANCE OFU UNDER VARIOUS k=1
WIRELESS STRUCTURES AND RELIABILITY CONSTRAINTS >(1- ﬁy(n)~(1+mﬂ (n))) 1- ﬁy(n)~(l+rb2(n)))d*(n)
S 1 — pum) (T (m) _ e oy . pu(n)-(raa(n)
) = ) = >1-p (n)-p
logn i tn) =1 To simplify equations, we drofn) in the sequel. Using* =
n 1“’?" O(4), we obtain
c(n) =logn e(1) O( Ogloc;gn") O(loglogn) .
cln)=n e(1) O(y/logn) O(logn) 1-P<6(c), .
c(n) =expn O(1) 6((\/10”?)3) O(n) if y-(1+7m1)>0(oge) andy - (1 +7p2) > @(bgg)-

(23)

It is also worthwhile noting that when there is no loss Hencey:(1+7e1) > ¢slogcandy-(1+r) > ¢5log § with
5 = % (and somery; = O(1),rp2 = O(1)) are sufficient

in links and (n) = Voo Algorithm 1 has the delay conditions to satisfy the reliability constraint (1).

of ©(vnlogn) and the instance o) achieveso(, /).

. . . . Delay performance:
Hence, the instance df is better in lossless networks with Let D;, denote the delay bound of the hybrid scheme.

minimal connectivity. Letting Dy, and Dy, denote the delay incurred by phase
1, and the delay incurred by phase 2, respectively, we have
C. A hybrid scheme Dy = Dp1 + Dpa.

Using the techniques provided in the previous sections so

Motivated by the cases that the instancelbbutperforms v -
far and from (23), the following can be easily shown

the instance of8, we consider a hybrid method that blend
U and B. Under the hybrid scheme, the information obtained 5 1
by an individual sensor node is collected by some special Dp =0 ("t ' (1 + _logc)) ’
nodes called collecting nodes, and these collecting nodes y 1 c
are responsible for data aggregation and information eeliv Dp2 =6 (— : (1 + —log —)) 5

. - t Y t
to the sink. The scheme seems similarUp but there are
important differences in that all packet transmissions avéhere inDy;, the termnt?® is the time for all non-collecting
done by wireless broadcast and that (uniformly distributedodes to broadcast a packet and the followimgt- %log c)
collecting nodes can interfere with each other. We firstdiesc is required for retransmissions, and iy, the term ¥ is
the implementable algorithm and provide a sufficient caadit the time for collecting nodeg/) in a single tier to broadcast a
to satisfy the reliability constraint. Then, we analyze detay packet multiplied by the number of tier$), and the following

performance and the gain of the hybrid method. (1+ % log ¢) is required for retransmissions. Then we obtain
We use the tiered structure of Algorithm 1. 2 ]

Assumption 4.2.1n addition to Assumption 4.2, we further D,=6 (nt2 + Y + n- logc + — log f) ) (24)

assume that among all sensor nodes, there are collectirggnod t Yy ¢ t

that are uniformly deployed over the network. Each node The gainG” of the hybrid scheme of the instancelofcan
has at leasty(n) € [1,nt(n)?] collecting nodes within its pe presented from (22) as

transmission area. )

The algorithm consists of two phase: ah .- DPu_g (nt? + 1) log ¢ . (@25)

1) Phase 1: Each non-collecting node broadcasts its packet Dy, nt? + 4 4 ”—f log ¢ + %log%

(14 rp1(n)) times. All nearby collecting nodes receiv
the packet and do aggregation.

2) Phase 2: From the outermost tier, each collecting node G— N (nt? + 1) log ¢
in T; broadcasts its packét +7,2(n)) time. Collecting T D a2+ Ly "_;2 logc+ log ¢’
nodes inT;_; receive the packet and do aggregation. o ) )

This procedure repeats tier-by-tier as Algorithm 1. Differentiating both sides by, we obtain

Qe denoteg, N, D respectively, as

Remarks:The algorithm has some similarity with the so- dg N (nt? | 1
lution in [11], which, however, operates with unicast, does dy  D? <y_2 0gc ™ ?) '
not take into account packet losses, and requires specific .
placement of collecting nodes. Note that the sign 0% is determined b)(% logc — %)
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Fig. 5. Loss rate and delay of information delivery. The lostgs of aggregation with unicast improves with the numbbeetwansmissions, in Fig. 5(a).
However, the increase of, leads to higher delay performance in Fig. 5(b). In contréigtre is no retransmission under the broadcast-based sorgra: 0)
and under the unicast-based scheme with= 0. Thus their delays remain constant regardless of the Idss.rd/hen accounting for information delivery
within delay bound (min +2 unit times, i.e.,2h), broadcasting without retransmissions shows bettelopaence than unicast with retransmissions.

which is a monotonically decreasing functionwf [1,7t2]. simulate scenarios of TDMA networks without interference,
Hence,ﬁj—g < 0 if n—t;IOgc—% l,=1 < 0, which im- and proceed to resource-constrained networks with wieles
; y=

plies thatG also monotonically decreases i, nt?], and interference.

thus can be maximized whep = 1. Similarly, % > 0

if (Z_fIOgc_ %) |z > 0, and g can be maximized A TDMA networks without interference

when y = nt?. Otherwise,G will be maximized when We compare the performance of unicast-based and
(Z_fk,gc_ %) = 0, which leads to the setting of = broadcast-basgd schemes in a Wireles§ sensor network with
\/nt3 -log c. Summarizing, we obtain the optimal setting f0|:1r00 nodes, which are randomly placed in a disk of radius

: he transmission range of each node is sdil.fo The tiered
the hybrid scheme as . 1 .
structure has the widtl).25 (5 = 3), and a parent-child

o(1), if loge < n—ig, relationship has been established between every pair afsnod
y(n) =< O(nt?), if + <loge, (26) if the two nodes are located in neighboring tiers and their
O(y/nt3 -loge), if -5 <loge < 1. distance is less than5. In this setting, there are four tiers. We

Therefore, the optimal density of collecting node depené%cate the sensor node that generates the critical infoomat
' values at the boundary of the network, i.e., in th¢h tier.

on the reliability constraint and the transmission rangetffe _° iina foll the tiered struct both .
distance between a node and the sink). The exact gain is a? c€ routing Toflows the tered structure, bo aggreg_ail_
determined by the choice of ¢, andy from (25). Since one with unicast and broadcast takes at least four transmission

of the four terms of (24) will dominate the others, the gaiﬁ(:r th.e packet generated from the;gn_sor node fo arrive at
the sink. We assume that for all tie¥s it takes the same

can present as o A ) - ;

number of mini-slotsh for all nodes inT; to finish a single

O((1+ 7) log %), transmission, and considér as a time unit for the delay
G (1, e, y) = O(5 (1 +nt*)log ), performance. For aggregation with unicast, we change the
oY O(y(1 + =45)log &/ logc), number of retransmissiong from 0 to 5, and for aggregation
O(1 + nt?), with broadcast we set, = 0. All links are assumed to fail
where the cases depend an, v. transmission with the same probabilipy Changingp, we

count the number of time units:) required for the sink to
receive the critical information value and measure the oéte
©(1) andO(log 7/ logc) > ©(1). Then for all four cases, we tajjyre, i.e., loss of the information. We run each simuati
achieveG" > o) ifye [.1, @(ntQ)] is chosen acco_rdingly. 1000 times and average the results.

This result is expected: Since the instancelols equivalent g 5 jjlustrates the loss rate of the critical information
to the hybrid scheme witly = 1, the performance of the \51ye and the delay performance. Fig. 5(a) shows that ag-
hybrid scheme with optimal parametgmust be no smaller gregation with unicast can improve the loss rate with more

than that of the instance &f. Further, ift(n) > -, @ gain  reransmissions. However, it also increases the delay@srsh

logn 1] we have©(log ¢) >

n

Sincec — oo andt € |

strictly greater thar®(1) will be achieved. in Fig. 5(b). In contrast, there is no retransmission under
the broadcast-based schemg £ 0) and under the unicast-
V. SIMULATION RESULTS based scheme with, = 0. Thus their delays remain constant

In this section, we simulate our solutions, and evaluategardless of the loss rates. If we have the delay bound of
their performance. We are interested in reliability in term6h, which is the minimum achievable delay pl2&, then it is
of successful transmissions as well as the delay. We fiddtserved in Fig. 5(c) that the retransmission strategy @ann



Fig. 7. Delay performance (time slots) in presence of ieterice, with
different number of forwarders = 1,..., 10, and different number of per-
Fig. 6. Conflict graph of blocks. Each blocks contairsnodes. If a node link transmissionsr = 1,...,10. Loss probabilityp does not affect the
in a block transmits, no other node in the connected blockst@msmit at delay performance. Delay increases more quickly with mseeinr than
the same time. Each vertex that represents a block is cokwel that no With increase ink.
two connected vertices have the same color.

. . B(i—1,j—1) andB(i — 1, j), where the substraction is
improve the loss rate beyond a certain threshold, and that again modulat-operation. We further assume that nodes

aggregation with broadcast achieves better performance. in the block of the first tier are directly wired to the sink
and hence, transmissions at the last hop, i.e., from nodes
B. Resource-constrained networks with interference in T3 to the sink, are neither lost nor interfere with other

transmissions. We consider a network with tatéltiers
and55 blocks.
« Interference: We can draw an equivalent conflict graph
by representing a block as a vertex. A veri, j) has
an edge with vertices oB(i,j — 1) and B(i,j + 1) in
tier ¢ (sibling blocks),B(i — 1,7 — 1) and B(i — 1, )
in tier i — 1 (parent blocks), and corresponding blocks in
tier i + 1 (child blocks). Assuming that there is no inter-
ference between non-connecting blocks, the interference
relationship can be described in a simple fotras ‘any
intended transmitting node in a block should be the only
transmitter within the block and its connected blocks.’
Fig. 6 illustrates the conflict relationship among blocks.
Data transmission: We assume a time-slotted system,
where each time slot is further divided into mini-slots.
Data is generated at the beginning of each time slot, and
transmitted to the sink during the mini-slots in two steps:
collecting and forwarding. In each block, we chodse
out of 10 nodes as a collecting node (also denoted by
a forwarder). First, each non-collecting node in a block
broadcasts its data to all the collecting nodes in the block.
Then the collecting nodes aggregate the received data and
transmit to collecting nodes in the upper tier (i.e., to rode
in the parent blocks. Note that in our network structure,
each collecting node iff; have total2k parent nodes in
T;—1.) It is an instance of broadcast modelif £ = 10,
and it is close to an instance of unicast modef k = 1.
o Scheduling:For collecting data within a block, we sched-
ule as follows. We first color blocks usirgcolors such

We evaluate our hybrid schemes of Section IV taking into
account wireless interference. The difficulty in the sintiolas
lies in implementing an optimal scheduler. Since transioiss
time & in a tier changes with the number of collecting nodes,
we need detailed implementation of scheduling functidpali
which however often requires high computational compiexit
even under a very simple interference model. To facilitate
implementation of the scheduling component, we consider
the following block-based network, which captures essgnti
features of wireless interference in tiered networks.

« Network topology: We groupl0 nearby nodes as a block
(like C!™). Nodes in a block are within communication
range of each other, and they cannot transmit simulta-
neously due to interference constraints. Two blocks are®
connectedvhen transmission of any node in a block can
be received by all nodes in the other node. Also, we
assume that no two nodes in the connected blocks can
transmit simultaneously due to wireless interference.

We assume that blocks have a tiered structure. There is
only one block of nodes that can transmit to the sink,
and this block consists of the first ti&f. In the second
tier T, there are two blocks, each of which is connected
to the block inTy, They are also connected with each
other. Similarly, we assume that there ardlocks in
eachT,;. Let B(i,j) denote thej-th block in T;. For
in-tier interference, we assume th&ti, j) is connected
with B(i,5 — 1) and B(i,j + 1), where the addition
and the substraction is modul@r+ 1) operation for the
circular property of the tier, i.eB(i, 1) is connected with

B(i,i). For data forwarding and mter-ﬂerl interference, sthe model takes into account wireless interference at thdeseside, and
we connect eachB(i,j) to two blocks inT;_q1: to does not consider interference at the receiver side.
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Fig. 8. Lost information (number of sensor nodes) in the gmes of interference, with different link loss probabdgip = 0.1,...,0.9, and different

numbers of per-link transmissions = 1,2, 4,8. Results with different numbers of forwardeks= 1, 3,6 show that a small increase of forwarders can
significantly improve reliability.

that no two connected blocks have the same €oir

shown in Fig. 6. We usé colors at each tier. Nodes in 1000" ey fomwarders
the blocks of the same color, one node per block, can A 2% Forwarcers
transmit at the same time without interference. Hence, it 1. < 5 Forwarders
takes6 - (10 — k) mini-slots for each non-collecting node » #© Fomarders
to transmit once. We assume that the nodes retransmit ~_ “F

(i.e., re-broadcast),. (> 0) times for reliable collecting. 3 per-link TX, r =1
After collecting the data within blocks, the aggregated . ‘
data is forwarded to the sink tier-by-tier. Note that blocks

of the same color can transmit at the same time. Hence, 7

all the collecting nodes in a tier can finish a transmission

for 3k mini-slots. Nodes retransmit, (> 0) times for ot B o0 0 o 0 o0
forwarding. Lost data

We simulate our schemes changing the number of for-
wardersk frc.)m 1o 10' Each “nk.between two nodes haﬁzig. 9. Delay performance and the number of lost informatithe presence
loss probabilityp, which changes in the range @.1,0.9].  of interference, with different numbers of forwardets = 1,...,6, and
The number of (re)transmissionger link also changes from different numbers of per-link transmissions= 1, ..., 10. Loss probability
1t010,ie,14+r, =1+ Ty =1€ [17 10]_ p = 08 The pe_rfprmance boundary for each for\_/varders improves

. . . aEJproachlng the origin, when the number of forwardersicreases.

Fig. 7 illustrates the delay performance for the sink to ge
all the data under differert andr in terms of mini-slots. Link
loss probabilityp does not affect the delay. The results showetransmissions. The results show that the boundary inestov
sharp increases in delay when the number of retransmissipas gets closer to the origin, as the number of forwarders
r per link increases than when the number of forwardersincrease.
increases.

Fig. 8 shows the impact of forwarders on reliability. We VI. CONCLUSION

measure the number of lost information with different liok$ In a wireless sensor network, in-network aggregation can

probabilities, numbers of retransmissions, and numbefsrof significantly improve efficiency when the goal of the network
warders. The results show that a small number of forwardgtS, compute a global function. However, since the loss of an
significantly improve the reliability, especially when thek a4qregated packet is far more harmful than an unaggregated
loss probability is high, i.e., under a harsh environmeke li yacket, a higher level of protection is required for relabl
under-water scenarios. _ . operations in lossy wireless environments. In this paper, w
The gains of wireless broadcast are more visible in Fig. §¢e \ireless broadcast as a means of protecting the aggregat
which presents the delay and the data loss for the given nUMpg,rmation for a class of generalized maximum functions.
of forwarders. For each forwarders, the lowest-delay pointg,pioiting the diversity of wireless medium, broadcasting
is a result when there is no retransmission (e 1), the  gnreads information spatially, and the properties of thetion
the next lowest-delay point is a result when there er-link  onapje distributed in-network computation with the spread
retransmission, and so on. As the number of retransmissiong .mation. We show that aggregation with broadcast can
increases, the reliability improves while the delay parfance improve delay performance while satisfying the same leel o

deteriorates. The curve faér forwarders can be considered a?eliability. The gain can be presented as a function of bl
an achievable performance boundary with different numbggstraint and transmission range.

SIndeed, it is sufficient witts colors in our particular case. If the number USllng a tiered netw_ork tOpOlOglcc’?ll St.rUCture’ .We Qevelop
of blocks does not increase by one per tier, we may réeedlors. solutions for aggregation that exploit wireless diversépd
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are amenable to implementation in a distributed mann@n] w. Pak, J.-G. Choi, and S. Bahk, “Tier Based Anycast thifee Max-
We evaluate the schemes in a resource-constrained network imum Lifetime by Duty Cycle Control in Wireless Sensor Neth&”
with wireless interference. Further, we also develop a idybr in IWCMG August 2008.
scheme that combine the unicast and multicast architecture
Simulation results show that aggregation with broadcast ou
performs aggregation with unicast, especially, in seydossy
network environments.
There are many interesting open questions to consider.
Aggregation functions besides the generalized maximuro-fun
tions should be considered. An open question is whether
the performance bounds in the presence of interference in

Section IV-B are tight or not. Although we focus on the delay
performance, other performance metrics such as time co
plexity and achievable sampling rate are also of importanc

Changhee Joareceived his Ph.D degree from Seoul
National University, Korea, 2005. He is an assistant
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It would be interesting to study the relationship betweeasséh
metrics with aggregation functions and network topologies
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